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#### Abstract

For any set $S$, any relation $f \subseteq\{0,1\}^{n} \times S$, and any partial Boolean function $g$ defined on a subset of $\{0,1\}^{m}$, we show that $$
\mathbb{R}_{1 / 3}\left(f \circ g^{n}\right) \in \Omega\left(\mathbb{R}_{4 / g}(f) \cdot \sqrt{\mathbb{R}_{1 / 3}(g)}\right),
$$ where $\mathbb{R}_{\epsilon}(\cdot)$ stands for the bounded-error randomized query complexity with error at most $\epsilon$, and $f \circ g^{n} \subseteq\left(\{0,1\}^{m}\right)^{n} \times S$ denotes the composition of $f$ with $n$ instances of $g$. This result is new even in the special case when $S=\{0,1\}$ and $g$ is a total function.

We show that the new composition theorem is optimal for the general case of relations: A relation $f_{0}$ and a partial Boolean function $g_{0}$ are constructed, such that $\mathbb{R}_{4 / 9}\left(f_{0}\right) \in \Theta(\sqrt{n}), \mathbb{R}_{1 / 3}\left(g_{0}\right) \in \Theta(n)$ and $\mathbb{R}_{1 / 3}\left(f_{0} \circ g_{0}^{n}\right) \in \Theta(n)$.
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The theorem is proved via introducing a new complexity measure, max-conflict complexity, denoted by $\bar{\chi}(\cdot)$. Its investigation shows that $\bar{\chi}(g) \in \Omega\left(\sqrt{\mathbb{R}_{1 / 3}(g)}\right)$ for any partial Boolean function $g$ and $\mathbb{R}_{1 / 3}\left(f \circ g^{n}\right) \in \Omega\left(\mathbb{R}_{4 / 9}(f) \cdot \bar{\chi}(g)\right)$ for any relation $f$, which readily implies the composition statement. It is further shown that $\bar{\chi}(g)$ is always at least as large as the sabotage complexity of $g$ (introduced by Ben-David and Kothari in 2016).

## 1 Introduction

Let $S$ be a finite set, $|S| \geq 2$. An S-relation in $n$ Boolean variables is defined to be a subset $f \subseteq\{0,1\}^{n} \times S$ such that for every $x \in\{0,1\}^{n}$ there exists a $s \in S$ such that $(x, s) \in f$. (For motivation see Section 2.) If $S=\{0,1\}$, we call the $S$-relation a Boolean relation. A partial Boolean function in $m$ variables is a function $g: T \rightarrow\{0,1\}$, where $T \subseteq\{0,1\}^{m}$. We will identify $g$ with the Boolean relation $\{(x, g(x)) \mid x \in T\} \cup\{(x, b) \mid x \notin T, b \in\{0,1\}\} \subseteq\{0,1\}^{m} \times\{0,1\}$. $g$ is called a total Boolean function if $T=\{0,1\}^{m}$. The composition of an S-relation $f$ and a partial Boolean function $g$ is the $S$-relation $f \circ g^{n} \subseteq\left(\{0,1\}^{m}\right)^{n} \times S$ defined as follows. A tuple $\left(x_{1}, \ldots, x_{n}, s\right)$ is in $f \circ g^{n}$ if and only if one of the following two conditions holds:

1. There exists an $i$ such that $x_{i}$ is not a valid input of $g$, i.e., $x_{i} \notin T$.
2. Each $x_{i}$ is a valid input of $g$ and $\left(\left(g\left(x_{1}\right), \ldots, g\left(x_{n}\right)\right), s\right) \in f$.

Note that if $f$ is a partial Boolean function in $n$ Boolean variables with domain $R \subseteq\{0,1\}^{n}$ (i.e., $f: R \rightarrow\{0,1\})$, then $f \circ g^{n}$ is a partial Boolean function in $m n$ Boolean variables with domain $\left\{\left(x_{1}, \ldots, x_{n}\right) \in T^{n} \mid\left(g\left(x_{1}\right), \ldots, g\left(x_{n}\right)\right) \in R\right\} \subseteq\left(\{0,1\}^{m}\right)^{n}$.

A partial Boolean function models a decision task in computer science, whose domain is the set of valid binary encodings of inputs to the task. An S-relation models a search problem, where each input may correspond to more than one items in a search space (e.g., a Boolean formula may have more than one satisfying assignments).

Relating the complexity of $f \circ g^{n}$ to the complexities of $f$ and $g$ is a natural research problem. A query algorithm for computing an $S$-relation $h$ is allowed to query individual bits of the input $x$, with the goal of outputting an element $s$ such that $(x, s) \in h$. The query complexity of an algorithm is the maximum possible number of queries that it makes.

Query algorithms can be deterministic, randomized or quantum, where the latter two classes allow for (bounded) errors. The corresponding query complexity of an S-relation $h$ - denoted, respectively, by $\mathbb{D}(h), \mathbb{R}(h)$ or $\mathbb{Q}(h)$ - is the minimal query complexity of an algorithm that belongs to the corresponding class and computes $h$ with error $1 / 3 .{ }^{1}$ Section 2 contains formal definitions of various query complexity measures.

It is easy to see that $\mathbb{D}\left(f \circ g^{n}\right) \leq \mathbb{D}(f) \cdot \mathbb{D}(g) .^{2}$ For the cases of randomized and quantum

[^1]query complexity the argument is slightly more subtle, though very similar conceptually; in particular, both $\mathbb{R}\left(f \circ g^{n}\right) \in O(\mathbb{R}(f) \cdot \mathbb{R}(g) \cdot \log \mathbb{R}(f))$ and $\mathbb{Q}\left(f \circ g^{n}\right) \in O(\mathbb{Q}(f) \cdot \mathbb{Q}(g))$ hold. ${ }^{3}$

Showing strong lower bounds on the query complexity of $f \circ g^{n}$ (preferably, matching the trivial upper bound) is often more interesting, the corresponding statements are sometimes called composition theorems. Such results can lead to further theoretical developments (e.g., separating complexity measures, as well as different classes in structural complexity).

For deterministic query complexity it has been shown $[14,17]$ that

$$
\mathbb{D}\left(f \circ g^{n}\right)=\mathbb{D}(f) \cdot \mathbb{D}(g),
$$

which means that the trivial query algorithm for $f \circ g^{n}$ described above is optimal. Similarly, for bounded-error quantum query complexity it has been shown [12, 15] that

$$
\mathbb{Q}\left(f \circ g^{n}\right) \in \Theta(\mathbb{Q}(f) \cdot \mathbb{Q}(g)) .
$$

Prior to this work, the randomized query complexity of composition has remained an open problem, even for the special case where $f \subseteq\{0,1\}^{n} \times\{0,1\}$ and $g:\{0,1\}^{m} \rightarrow\{0,1\}$ are total Boolean functions. We partially solve it for the most general case of composition, namely, letting $f$ be an $S$-relation and $g$ be a partial Boolean function.

Theorem 1.1. For any S-relation $f \subseteq\{0,1\}^{n} \times S$ and any partial Boolean function $g \subseteq\{0,1\}^{m} \times\{0,1\}$,

$$
\mathbb{R}_{1 / 3}\left(f \circ g^{n}\right) \in \Omega\left(\mathbb{R}_{4 / 9}(f) \cdot \sqrt{\mathbb{R}_{1 / 3}(g)}\right)
$$

Note that the above lower bound does not match the trivial upper bound, so we address its optimality separately. We do this by constructing an example where the above bound is tight. In other words, while some incomparable lower bounds on $\mathbb{R}_{1 / 3}\left(f \circ g^{n}\right)$ are conceivable, the statement of Theorem 1.1 is a strongest possible statement in general. ${ }^{4}$

Theorem 1.2. There exists a relation $f_{0} \subseteq\{0,1\}^{n} \times\{0,1\}^{n}$ and a partial Boolean function $g_{0} \subseteq$ $\{0,1\}^{n} \times\{0,1\}$, such that

$$
\mathbb{R}_{4 / 9}\left(f_{0}\right) \in \Theta(\sqrt{n}), \mathbb{R}_{1 / 3}\left(g_{0}\right) \in \Theta(n) \text { and } \mathbb{R}_{1 / 3}\left(f_{0} \circ g_{0}^{n}\right) \in \Theta(n)
$$

Theorem 1.2 shows that a perfect composition theorem does not hold when $f$ is an $S$-relation for an arbitrary finite set $S$ and $g$ is any partial Boolean function. After the conference publication of the current work, Ben-David and Blais [5] exhibited partial Boolean functions $f$ and $g$ such that $\mathbb{R}\left(f \circ g^{n}\right) \in \widetilde{O}\left(\mathbb{R}(f)^{2 / 3} \cdot \mathbb{R}(g)^{2 / 3}\right)$; their example showed that a perfect composition theorem fails to hold even when both $f$ and $g$ are partial Boolean functions. However, in their example, the randomized query complexities grow logarithmically with the respective number of variables, which leaves the following possibility open (mentioned as a conjecture in [5]).

[^2]Conjecture 1.3 (Ben-David and Blais [5]). Let $f$ and $g$ be any partial Boolean functions, and $n$ be the number of variables of $f$. Then

$$
\mathbb{R}\left(f \circ g^{n}\right)=\frac{\Omega(\mathbb{R}(f) \cdot \mathbb{R}(g))}{\log n}
$$

### 1.1 Our approach

We introduce a new complexity measure of Boolean functions, the max-conflict complexity, denoted by $\bar{\chi}(g)$. We show that $\bar{\chi}(g)$ is a quadratically tight lower bound on the randomized query complexity of a (partial) function $g$.

Theorem 1.4. For any partial Boolean function $g \subseteq\{0,1\}^{m} \times\{0,1\}$,

$$
\bar{\chi}(g) \in \Omega\left(\sqrt{\mathbb{R}_{1 / 3}(g)}\right)
$$

Theorem 1.4 is tight for the function $g_{0}$ in Theorem 1.2. The main technical ingredient of this article is the following composition statement for the max-conflict complexity.

Theorem 1.5. For any S-relation $f \subseteq\{0,1\}^{n} \times S$ and any partial Boolean function $g \subseteq\{0,1\}^{m} \times\{0,1\}$,

$$
\mathbb{R}_{1 / 3}\left(f \circ g^{n}\right) \in \Omega\left(\mathbb{R}_{4 / 9}(f) \cdot \bar{\chi}(g)\right) .
$$

Theorem 1.4 and Theorem 1.5 together imply Theorem 1.1.

### 1.2 Prior work

In the special case of $f$ being a partial function and $g$ being a total one, significant progress has been made by Ben-David and Kothari [7], who showed that

$$
\begin{equation*}
\mathbb{R}_{1 / 3}\left(f \circ g^{n}\right) \in \Omega\left(\mathbb{R}_{1 / 3}(f) \cdot \sqrt{\frac{\mathbb{R}_{0}(g)}{\log \mathbb{R}_{0}(g)}}\right) . \tag{1.1}
\end{equation*}
$$

To prove the above statement, the authors have introduced and investigated a new complexity measure of Boolean functions, sabotage complexity, denoted by $\mathbb{R} \mathbb{S}(g)$. The notion has a very natural definition and is of independent interest. The authors have shown that for any partial functions $f, g, \mathbb{R}_{1 / 3}\left(f \circ g^{n}\right)=\Omega\left(\mathbb{R}_{1 / 3}(f) \cdot \mathbb{R} \mathbb{S}(g)\right)$. The authors have further shown that if $g$ is a total Boolean function, then $\mathbb{R} S(g)=\Omega\left(\sqrt{\frac{\mathbb{R}_{0}(g)}{\log \mathbb{R}_{0}(g)}}\right)$. This implies (1.1). We note here that for partial functions $g, \mathbb{R} \mathbb{S}(g)$ can be arbitrarily smaller than $\mathbb{R}(g)$; the authors have shown a family of partial functions (the collision problem) for which $\mathbb{R} \mathbb{S}(g)=O(1)$, but $\mathbb{R}(g)=\Theta(\sqrt{n})$, where $n$ is the size of the input.

In this article we show that max-conflict complexity is always lower-bounded by the sabotage complexity of the same function.

## Optimal Composition Theorem for Randomized Query Complexity

Theorem 1.6. For any partial Boolean function $g \subseteq\{0,1\}^{m} \times\{0,1\}$,

$$
\bar{\chi}(g) \geq \mathbb{R} \mathbb{S}(g) .
$$

Since $f$ is a Boolean function, $\mathbb{R}_{1 / 3}(f)=\Theta\left(\mathbb{R}_{4 / 9}(f)\right)$; hence Theorem 1.6 along with Theorem 1.5 imply (1.1).

### 1.3 Proof technique

At a high level, the proof of Theorem 1.5 follows the structure of the proof by Anshu et al. [3] and Ben-David and Kothari [7]. We show that for every probability distribution $\eta$ over the input space $\{0,1\}^{n}$ of $f$, there exists a deterministic query algorithm $\mathcal{A}$ that makes $O\left(\mathbb{R}_{1 / 3}\left(f \circ g^{n}\right) / \sqrt{\mathbb{R}_{1 / 3}(g)}\right)$ queries in the worst case, and computes $f$ with high probability, $\operatorname{Pr}_{z \sim \eta}[(z, \mathcal{A}(z)) \in f] \geq 5 / 9$. By the minimax principle (Fact 2.4) this implies Theorem 1.5.

We do this by using a query algorithm for $f \circ g^{n}$ to construct a query algorithm for $f$. We define a sampling procedure that for any $z \in\{0,1\}^{n}$ samples $x=\left(x_{1}, \ldots, x_{n}\right)$ such that $(z, s) \in f$ if and only if $(x, s) \in f \circ g^{n}$. This procedure is defined in terms of $Q$, which is a probability distribution over pairs of distributions $\left(\mu_{0}, \mu_{1}\right)$, where $\mu_{0}$ is supported on $g^{-1}(0)$ and $\mu_{1}$ is supported on $g^{-1}(1)$. We define a distribution $\gamma_{\eta}$ over $\left(\{0,1\}^{m}\right)^{n}$ in terms of this sampling process as follows:

1. Sample $z=\left(z_{1}, \ldots, z_{n}\right)$ from $\{0,1\}^{n}$ according to $\eta$.
2. Independently sample $\left(\mu_{0}^{(i)}, \mu_{1}^{(i)}\right)$ from $Q$ for $i=1, \ldots, n$.
3. Sample $x_{i}=\left(x_{i}^{(1)}, \ldots, x_{i}^{(m)}\right)$ according to $\mu_{z_{i}}^{(i)}$ for $i=1, \ldots, n$. Return $x=\left(x_{1}, \ldots, x_{n}\right)$.

Notice that steps (1) and (2) are independent and the order in which they are performed does not matter. For future reference, for a fixed $z$ let $\gamma_{z}(Q)$ be the probability distribution defined by the last two steps.

Now $\gamma_{\eta}$ is simply a probability distribution over $\left(\{0,1\}^{m}\right)^{n}$. Thus by the minimax principle (Fact 2.4 below), there is a deterministic query algorithm $\mathcal{A}^{\prime}$ of worst-case complexity at most $\mathbb{R}_{1 / 3}\left(f \circ g^{n}\right)$ such that $\operatorname{Pr}_{x \sim \gamma_{\eta}}\left[\left(x, \mathcal{A}^{\prime}(x)\right) \in f \circ g^{n}\right] \geq 2 / 3$. We first use $\mathcal{A}^{\prime}$ to construct a randomized query algorithm $T$ for $f$ with bounded expected query complexity and error at most $1 / 3$. $T$ is presented formally in Algorithm 3. The final algorithm $\mathcal{A}$ will be a truncation of $T$ which has bounded worst-case complexity and error at most $4 / 9$.

On input $z$, the algorithm $T$ seeks to sample a string $x$ from $\gamma_{z}(Q)$, and run $\mathcal{A}^{\prime}$ on $x$. Put another way, $\gamma_{z}(Q)$ induces a probability distribution over the leaves of $\mathcal{A}^{\prime}$, and the goal of $T$ is to sample a leaf of $\mathcal{A}^{\prime}$ according to this distribution. Since for each $s \in S,(x, s) \in f \circ g^{n}$ if and only if $(z, s) \in f$, and $\operatorname{Pr}_{x \sim \gamma_{\eta}}\left[\left(x, \mathcal{A}^{\prime}(x)\right) \in f \circ g^{n}\right] \geq 2 / 3$, we have that $\operatorname{Pr}_{z \sim \eta}[(z, T(z)) \in f] \geq 2 / 3$. Thus $T$ meets the accuracy requirement.

The catch, of course, is to specify how $T$ samples from $\gamma_{z}(Q)$ without making too many queries to $z$. To sample $x_{i}$ from $\mu_{z_{i}}^{(i)}$ seems to require knowledge of $z_{i}$, and thus $T$ would have to query all of $z$.

To bypass this problem, we remember that $\mathcal{A}^{\prime}$, being an efficient algorithm, will query only a few bits of $x$. This allows us to sample $x$ bit by bit as and when they are queried by $\mathcal{A}^{\prime}$. To see this more clearly, consider a run of $T$ where the pairs of distributions $\left(\mu_{0}^{(1)}, \mu_{1}^{(1)}\right), \ldots,\left(\mu_{0}^{(n)}, \mu_{1}^{(n)}\right)$ were chosen in step (2) of the sampling procedure. Suppose that $T$ is trying to simulate $\mathcal{A}^{\prime}$ at a vertex $v$ where $x_{i}^{(j)}$ is queried. To respond to this query, $T$ will sample $x_{i}^{(j)}$ from its marginal distribution according to $\mu_{z_{i}}^{(i)}$ conditioned on the event $x \in v$. Let the following be the marginal distributions of $x_{i}^{(j)}$ for the two possible values of $z_{i}$.

|  | $\operatorname{Pr}_{x_{i} \sim \mu_{z_{i}}^{(i)}}\left[x_{i}^{(j)}=0 \mid x \in v\right]$ | $\operatorname{Pr}_{x_{i} \sim \mu_{z_{i}}^{(i)}}\left[x_{i}^{(j)}=1 \mid x \in v\right]$ |
| :---: | :---: | :---: |
| $z_{i}=0$ | $p_{0}$ | $1-p_{0}$ |
| $z_{i}=1$ | $p_{1}$ | $1-p_{1}$ |

Without loss of generality, assume that $p_{0} \leq p_{1}$. T answers the query by the procedure Bitsampler given in Algorithm 1. Note that the bit returned by Bitsampler has the desired distribution.

```
Algorithm 1: Bitsampler (suppose \(p_{0} \leq p_{1}\) )
    Sample \(r \sim[0,1]\) uniformly at random.
    if \(r<p_{0}\) then
        return 0 .
4
    else if \(r>p_{1}\) then
        return 1 .
    else
        query \(z_{i}\).
        if \(r \leq p_{z_{i}}\) then
            return 0 .
        else
            return 1.
```

The step in which Bitsampler returns the bit depends on the value of $r$ sampled in step 1. In particular, $z_{i}$ is queried if and only if $r \in\left[p_{0}, p_{1}\right]$, and the bit is returned in step 11 or 13 . Such a query to $z_{i}$ contributes to the query complexity of $T$. Thus the probability that $T$ makes a query when the underlying simulation of $\mathcal{A}^{\prime}$ is at vertex $v$ is $\left(p_{1}-p_{0}\right)$. We refer to this quantity as $\Delta(v)$. It plays an important role in our analysis (see Section 6 and Appendix 6.1).

Our sampling procedure and the tools we use to bound its cost is reminiscent of work of Barak, Braverman, Chen and Rao [4] in communication complexity. They look at a communication analog of our setting where two players are trying to sample a leaf in a communication protocol while communicating as little as possible.

## Optimal Composition Theorem for Randomized Query Complexity

### 1.3.1 Conflict complexity and max-conflict complexity

Bounding the query complexity of $T$ naturally suggests the quantities that we define in this article: the conflict complexity $\chi(g)$ and the max-conflict complexity $\bar{\chi}(g)$ of a partial Boolean function $g$. A formal definition can be found in Section 3; here we give the high-level idea and motivation behind these quantities.

Let us set aside $T$ for a moment and just consider a deterministic query algorithm $\mathcal{B}$ computing the partial function $g \subseteq\{0,1\}^{m} \times\{0,1\}$. Let $\mu_{0}$ and $\mu_{1}$ be distributions with support on $g^{-1}(0)$ and $g^{-1}(1)$, respectively. For each vertex $v \in \mathcal{B}$ let $p_{0}(v)$ and $p_{1}(v)$ be the probability that the answer to the query at $v$ is 0 on input $x \sim \mu_{0}$ and $x \sim \mu_{1}$, respectively, conditioned on $x$ reaching $v$. Now we can imagine a process $\mathcal{P}\left(\mathcal{B}, \mu_{0}, \mu_{1}\right)$ that runs BITSAMPLER on the tree $\mathcal{B}: \mathcal{P}\left(\mathcal{B}, \mu_{0}, \mu_{1}\right)$ begins at the root, and at a vertex $v$ in $\mathcal{B}$ it uniformly chooses a random real number $r \in[0,1]$. If $r<\min \left\{p_{0}(v), p_{1}(v)\right\}$ then the query is "answered" 0 and it moves to the left child. If $r>\max \left\{p_{0}(v), p_{1}(v)\right\}$ then the query is "answered" 1 and it moves to the right child. If $r \in\left[\min \left\{p_{0}(v), p_{1}(v)\right\}, \max \left\{p_{0}(v), p_{1}(v)\right\}\right]$ then the process halts. The conflict complexity $\chi\left(\mathcal{B},\left(\mu_{0}, \mu_{1}\right)\right)$ is the expected number of vertices this process visits before halting. The conflict complexity of $g$ is defined to be

$$
\chi(g)=\max _{\left(\mu_{0}, \mu_{1}\right)} \min _{T} \chi\left(T,\left(\mu_{0}, \mu_{1}\right)\right),
$$

where the minimum is taken over trees $T$ that compute $g$. For max-conflict complexity we enlarge the set over which we maximize. Let $Q$ be a distribution with finite support over pairs of distributions $\left(\mu_{0}, \mu_{1}\right)$, where $\operatorname{supp}\left(\mu_{0}\right) \subseteq g^{-1}(0), \operatorname{supp}\left(\mu_{1}\right) \subseteq g^{-1}(1)$ for each pair $\left(\mu_{0}, \mu_{1}\right)$ in the support of $Q$. Let $\chi(\mathcal{B}, Q)=\mathbb{E}_{\left(\mu_{0}, \mu_{1}\right) \sim Q}\left[\chi\left(\mathcal{B},\left(\mu_{0}, \mu_{1}\right)\right)\right]$. The max-conflict complexity $\bar{\chi}(g)$ is defined as

$$
\bar{\chi}(g)=\sup _{Q} \min _{T} \chi(T, Q),
$$

where the minimum is taken over trees $T$ that compute $g$. Clearly, the max-conflict complexity is at least as large as the conflict complexity.

To motivate the max-conflict complexity, note that the query complexity of $T$ is the number of times step 9 in Bitsampler is executed, i. e., when the random number $r \in\left[p_{0}, p_{1}\right]$. In the definition of $T$ we will choose $Q$ to achieve close to the optimal value in the definition of $\bar{\chi}(g)$. Then intuitively one expects that for each $i, T$ queries $z_{i}$ only after $\mathcal{A}^{\prime}$ makes about $\bar{\chi}(g)$ queries into $x_{i}$. By means of a direct sum theorem for max-conflict complexity we make this intuition rigorous and prove that the expected query complexity of $T$ is at most $\mathbb{R}_{1 / 3}\left(f \circ g^{n}\right) / \bar{\chi}(g)$. We refer the reader to Section 5 for a formal proof.

### 1.3.2 $\quad \bar{\chi}(g)$ and $\mathbb{R}(g)$

Note that applying Theorem 1.5 with the outer function $f(z)=z_{1}$ shows that $\mathbb{R}_{1 / 3}(g) \in \Omega(\bar{\chi}(g)) .{ }^{5}$ We complete the proof of Theorem 1.1 by showing that max-conflict complexity is a quadratically

[^3]tight lower bound on randomized query complexity, even for partial functions $g$. In fact, we show the stronger result that this is true even for the conflict complexity.

Theorem 1.7. For any partial Boolean function $g \subseteq\{0,1\}^{m} \times\{0,1\}$,

$$
\chi(g) \in \Omega\left(\sqrt{\mathbb{R}_{1 / 3}(g)}\right)
$$

Theorem 1.7 is proved in Section 6. At a high level, our proof is reminiscent of the result of [4] on compressing communication protocols in that both look at a random sampling process to navigate a tree, and relate the probability of this process needing to query or communicate at a node to the amount of information that is learned at the node.

To prove $\mathbb{R}(g) \in O\left(\chi(g)^{2}\right)$, we again resort to the minimax principle; we show that for each probability distribution $\mu$ over the valid inputs to $g$, there is an accurate and efficient distributional query algorithm for $g$. For $b \in\{0,1\}$, let $\mu_{b}$ be the distribution obtained by conditioning $\mu$ on the event $g(x)=b$. By the definition of $\chi(g)$, there is a query algorithm $\mathcal{B}$ such that the following is true: if its queries are served by Bitsampler, step 9 is executed within expected $\chi\left(\mathcal{B}, \mu_{0}, \mu_{1}\right) \leq \chi(g)$ queries. Note that at a vertex $v$ which queries $i$, the probability that step 9 is executed is $\Delta(v)=\mid \operatorname{Pr}_{\mu_{0}}\left[x_{i}=0 \mid x\right.$ at $\left.v\right]-\operatorname{Pr}_{\mu_{1}}\left[x_{i}=0 \mid x\right.$ at $\left.v\right] \mid$. This roughly implies that for a typical vertex $v$ of $\mathcal{B}, \Delta(v)$ is at least about $\frac{1}{\gamma(g)}$. By a technical claim that we prove (Claim 6.4) this implies that the query outcome at $v$ carries about $\frac{1}{\chi(g)^{2}}$ bits of information about $g(x)$. Using the chain rule of mutual information, we can show that the mutual information between $g(x)$ and the outcomes of the first $O(\chi(g))^{2}$ queries by $\mathcal{B}$ is $\Omega(1)$. This enables us to conclude that we can infer the value of $g(x)$ with success probability $1 / 2+\Omega(1)$ from the transcript of $\mathcal{B}$ restricted to the first $O\left(\chi(g)^{2}\right)$ queries. The distributional algorithm of $g$ for $\mu$ is simply the algorithm $\mathcal{B}$ terminated after $O\left(\chi(g)^{2}\right)$ queries.

### 1.3.3 $\quad \bar{\chi}(g)$ and $\mathbb{R} S(g)$

To see why $\bar{\chi}(g) \geq \mathbb{R} \mathbb{S}(g)$, we first give an alternative characterization of $\mathbb{R} \mathbb{S}(g)$. For a deterministic tree $T$ computing $g$ and strings $x, y$ such that $g(x) \neq g(y)$, let $\operatorname{sep}_{T}(x, y)$ be the depth of the node $v$ in $T$ such that $x$ and $y$ both reach $v$ yet $x_{q(v)} \neq y_{q(v)}$, where $q(v)$ is the index queried at $v$. Let $\mathcal{T}$ be a zero-error randomized protocol for $g$, i. e., $\mathcal{T}$ is a probability distribution supported on deterministic trees that compute $g$. Then we have (for a proof see Appendix B)

$$
\mathbb{R} \mathbb{S}(g)=\min _{\mathcal{T}} \max _{\substack{x, y \\ g(x) \neq g(y)}} \mathbb{E}_{T \sim \mathcal{T}}\left[\operatorname{sep}_{T}(x, y)\right]
$$

By von Neumann's minimax theorem [18], this is equal to

$$
\mathbb{R} \mathbb{S}(g)=\max _{p} \min _{T} \mathbb{E}_{(x, y) \sim p}\left[\operatorname{sep}_{T}(x, y)\right]
$$

Here, the max is taken over distributions $p$ on pairs $(x, y)$ where $g(x) \neq g(y)$, and the min is taken over deterministic trees $T$ computing $g$.

We have seen that the definition of $\bar{\chi}(g)$ is

$$
\bar{\chi}(g)=\sup _{Q} \min _{T} \mathbb{E}_{\left(\mu_{0}, \mu_{1}\right) \sim Q}\left[\chi\left(T,\left(\mu_{0}, \mu_{1}\right)\right)\right],
$$

where $Q$ is a distribution with finite support over pairs $\left(\mu_{0}, \mu_{1}\right)$ and $T$ is a deterministic tree computing $g$. When $\left(\mu_{0}, \mu_{1}\right)$ are taken to be singleton distributions, i. e., $\mu_{0}$ puts all its weight on a single $x$ with $g(x)=0$, and $\mu_{1}$ puts all its weight on a single $y$ with $g(y)=1$, it is easy to see that $\chi\left(T,\left(\mu_{0}, \mu_{1}\right)\right)=\operatorname{sep}_{T}(x, y)$ (see Claim 3.4). Since there are only finitely many such pairs $(x, y)$, we have that $\bar{\chi}(g)$ is at least as large as the sabotage complexity of $g$.

### 1.4 The conference version

A preliminary version of this paper appeared in the proceedings of ICALP 2019 [10]. Among other revisions, some terminological confusion in the conference version is cleared up in this paper.

### 1.5 Follow-up work

As mentioned before, after the conference publication of the present work [10], Ben-David and Blais [5] exhibited partial Boolean functions $f$ and $g$ such that $\mathbb{R}\left(f \circ g^{n}\right) \in \widetilde{O}\left(\mathbb{R}(f)^{2 / 3} \cdot \mathbb{R}(g)^{2 / 3}\right)$, ruling out the possibility of a perfect composition theorem even when both $f$ and $g$ are partial Boolean functions. Later, Ben-David, Blais, Göös and Maystre [6] introduced the linearized complexity measure $\operatorname{LR}(\cdot)$. They showed the composition theorem $\mathbb{R}\left(f \circ g^{n}\right)=\Omega(\mathbb{R}(f) \cdot \operatorname{LR}(g))$ for all partial Boolean functions $f$ and $g$. They further showed that $\operatorname{LR}(g)$ is the asymptotically largest measure for which such a composition statement holds. Thus their composition theorem is an improvement on Theorem 1.5.

## 2 Preliminaries

For $T \subseteq\{0,1\}^{m}$, let $g: T \rightarrow\{0,1\}$ be a partial Boolean function. For $b \in\{0,1\}, g^{-1}(b)$ is defined to be the set of strings $\{x \in T \mid g(x)=b\}$. We refer to $T$ as the set of valid inputs to $g$. For all strings $y \notin T$, we say that $g(y)=*$. All probability distributions $\mu$ over $\{0,1\}^{m}$ considered in connection with $g$ are assumed to have support on $T$. Thus $g(x)$ is well-defined for any $x$ in the support of $\mu$.

Let $S$ be any finite set. Let $h \subseteq\{0,1\}^{k} \times S$ be any $S$-relation (which could also be a partial Boolean function). For the sake of simplicity throughout the paper we will assume that for every $x \in\{0,1\}^{k}$ there exists an $s \in S$ such that $(x, s) \in h$; the case in which there exists an $x \in\{0,1\}^{k}$ such that for all $s \in S(x, s) \notin h$, can be easily handled by including all pairs in $\{(x, s) \mid s \in S\}$ in $h$. Consider query algorithms $\mathcal{A}$ that accept a string $x \in\{0,1\}^{k}$ as input, query various bits of $x$, and produce an element of $S$ as output. We denote the output by $\mathcal{A}(x)$.

Definition 2.1 (Deterministic query complexity). A deterministic query algorithm $\mathcal{A}$ is said to compute an $S$-relation $h$ if $(x, \mathcal{A}(x)) \in h$ for all $x \in\{0,1\}^{k}$. The deterministic query complexity
$\mathbb{D}(h)$ of $h$ is the minimum over all deterministic query algorithms $\mathcal{A}$ computing $h$ of the maximum number of queries made by $\mathcal{A}$ over $x \in\{0,1\}^{k}$.

Definition 2.2 (Bounded-error randomized query complexity). Let $\epsilon \in[0,1 / 2)$. We say that a randomized query algorithm $\mathcal{A}$ computes an $S$-relation $h$ with error $\epsilon$ if $\operatorname{Pr}[(x, \mathcal{A}(x)) \in h] \geq 1-\epsilon$ for all $x \in\{0,1\}^{k}$. The bounded-error randomized query complexity $\mathbb{R}_{\epsilon}(h)$ of $h$ is the minimum over all randomized query algorithms $\mathcal{A}$ computing $h$ with error $\epsilon$ of the maximum number of queries made by $\mathcal{A}$ over all $x \in\{0,1\}^{k}$ and the internal randomness of $\mathcal{A}$.

Definition 2.3 (Distributional query complexity). Let $\mu$ a distribution on the input space $\{0,1\}^{k}$ of $h$, and $\epsilon \in[0,1 / 2)$. We say that a deterministic query algorithm $\mathcal{A}$ computes an $S$-relation $h$ with distributional error $\epsilon$ on $\mu$ if $\operatorname{Pr}_{x \sim \mu}[(x, \mathcal{A}(x)) \in h] \geq 1-\epsilon$. The distributional query complexity $\mathbb{D}_{\epsilon}^{\mu}(h)$ of $h$ is the minimum over deterministic algorithms $\mathcal{A}$ computing $h$ with distributional error $\epsilon$ on $\mu$ of the maximum over $x \in\{0,1\}^{k}$ of the number of queries made by $\mathcal{A}$ on $x$.

We will use the minimax principle in our proofs to go between distributional and randomized query complexity.

Fact 2.4 (Minimax principle). For any integer $k>0$, finite set $S$, and $S$-relation $h \subseteq\{0,1\}^{k} \times \mathcal{S}$,

$$
\mathbb{R}_{\epsilon}(h)=\max _{\mu} \mathbb{D}_{\epsilon}^{\mu}(h) .
$$

We present a proof of Fact 2.4 in Appendix A.
Let $\mu$ be a probability distribution over $\{0,1\}^{k}$. We use $\operatorname{supp}(\mu)$ to denote the support of $\mu$. By $x \sim \mu$ we mean that $x$ is a random string drawn from $\mu$. Let $C \subseteq\{0,1\}^{k}$ be an arbitrary set such that $\operatorname{Pr}_{x \sim \mu}[x \in C]=\sum_{y \in C} \mu(y)>0$. Then $\mu \mid C$ is defined to be the probability distribution obtained by conditioning $\mu$ on the event that the sampled string belongs to $C$, i.e.,

$$
(\mu \mid C)(x)= \begin{cases}0 & \text { if } x \notin C \\ \frac{\mu(x)}{\Sigma_{y \in C} \mu(y)} & \text { if } x \in C\end{cases}
$$

For a distribution $Q$ over pairs of distributions $\left(\mu_{0}, \mu_{1}\right)$, let $\operatorname{supp}_{0}(Q)=\cup\left\{\operatorname{supp}\left(\mu_{0}\right)\right.$ : $\left.\exists \mu_{1},\left(\mu_{0}, \mu_{1}\right) \in \operatorname{supp}(Q)\right\}$. Similarly let $\operatorname{supp}_{1}(Q)=\cup\left\{\operatorname{supp}\left(\mu_{1}\right): \exists \mu_{0},\left(\mu_{0}, \mu_{1}\right) \in \operatorname{supp}(Q)\right\}$. We say that $Q$ is consistent if $\operatorname{supp}_{0}(Q)$ and $\operatorname{supp}_{1}(Q)$ are disjoint sets. We say that $Q$ is consistent with a (partial) function $g$ if $\operatorname{supp}_{0}(Q) \subseteq g^{-1}(0)$ and $\operatorname{supp}_{1}(Q) \subseteq g^{-1}(1)$. All such distributions $Q$ considerd in this paper will be assumed to have finite support.

Definition 2.5 (Subcube, codimension). A subset $\mathbb{C} \subseteq\{0,1\}^{m}$ is called a subcube if there exists a set $S \subseteq\{1, \ldots, m\}$ of indices and an assignment function $\sigma: S \rightarrow\{0,1\}$ such that $\mathbb{C}=\left\{x \in\{0,1\}^{m}: \forall i \in S, x_{i}=\sigma(i)\right\}$. The codimension $\operatorname{codim}(\mathbb{C})$ of $\mathbb{C}$ is defined to be $|S|$.

The composition of an $S$-relation and a partial Boolean function plays a central role in this paper. See Section 1 for a definition.

We will often view a deterministic query algorithm as a binary decision tree. In each vertex $v$ of the tree, an input variable is queried. Depending on the outcome of the query, the computation goes to a child of $v$. The child of $v$ corresponding to outcome $b$ of the query is denoted by $v_{b}$.

The set of inputs that lead the computation of a decision tree to a certain vertex is a subcube. We will use the same symbol (e.g., $v$ ) to refer to a vertex as well as the subcube associated with it.

The execution of a decision tree terminates at some leaf. If the tree computes some $S$-relation $h \subseteq\{0,1\}^{k} \times S$, the leaves are labelled by elements of $S$, and the tree outputs the label of the leaf at which it terminates. We will also consider decision tree with unlabelled leaves (see Section 4).

## 3 Conflict complexity

In this section, we define the conflict complexity and max-conflict complexity of a partial Boolean function $g$ on $m$ bits. For this, we will need to introduce some notation related to a deterministic decision tree $T$. For a node $v \in T$, let $\pi(v)=\perp$ if $v$ is the root and $\pi(v)$ be the parent of $v$ otherwise. Let $q(v)$ be the index that is queried at $v$ in $T$, and let $d_{T}(v)$ be the number of vertices on the unique path in $T$ from the root to $v$ (i.e., the depth of $v$ ). The depth of the root is 1 .

Now fix a partial function $g \subseteq\{0,1\}^{m} \times\{0,1\}$ and probability distributions $\mu_{0}, \mu_{1}$ over $g^{-1}(0), g^{-1}(1)$, respectively. Let $T$ be a tree that computes $g$. For a node $v \in T$ let $p_{0}(v)=$ $\operatorname{Pr}_{\mu_{0}}\left[x_{q(v)}=0 \mid x\right.$ at $\left.v\right]$ and $p_{1}(v)=\operatorname{Pr}_{\mu_{1}}\left[x_{q(v)}=0 \mid x\right.$ at $\left.v\right]$, and

$$
R(v)=\left\{\begin{array}{lc}
1 & \text { if } v \text { is the root, } \\
R(\pi(v)) \cdot \min \left\{\operatorname{Pr}_{\mu_{0}}[x \in v \mid x \in \pi(v)], \operatorname{Pr}_{\mu_{1}}[x \in v \mid x \in \pi(v)]\right\} \\
\text { otherwise }
\end{array}\right.
$$

Also define

$$
\Delta(v)=\left|p_{0}(v)-p_{1}(v)\right| .
$$

To gather intuition about these quantities, imagine a random walk on $T$ that begins at the root. At a node $v$, this walk moves to the left child with probability $\min \left\{p_{0}(v), p_{1}(v)\right\}$, and it moves to the right child with probability $1-\max \left\{p_{0}(v), p_{1}(v)\right\}$. With the remaining probability, $\Delta(v)$, it terminates at $v . R(v)$ is the probability that the walk reaches $v$. The walk always terminates before it reaches a leaf of $T$. To see why, note that if the walk reaches a leaf before terminating, then there are two inputs $x \in g^{-1}(0), y \in g^{-1}(1)$ both of which lead the computation of $T$ to the same leaf, which contradicts the assumption that $T$ computes $g$. Hence for any tree $T$ computing $g$ we have $\sum_{v \in T} \Delta(v) R(v)=1$. In particular, this means that $\sum_{v \in T} d_{T}(v) \Delta(v) R(v)$-the expected number of steps the walk takes before it terminates-is always at most the depth of the tree $T$.
Definition 3.1 (Conflict complexity and max-conflict complexity). Let $g$ be a partial function. For distributions $\mu_{0}, \mu_{1}$ with $\operatorname{supp}\left(\mu_{b}\right) \subseteq g^{-1}(b)$ for $b \in\{0,1\}$, and a deterministic decision tree $T$ computing $g$, define

$$
\chi\left(T,\left(\mu_{0}, \mu_{1}\right)\right)=\sum_{v \in T} d_{T}(v) \Delta(v) R(v)
$$

The conflict complexity of $g$ is

$$
\chi(g)=\max _{\mu_{0}, \mu_{1}} \min _{T} \chi\left(T,\left(\mu_{0}, \mu_{1}\right)\right),
$$

where the maximum is over all pairs of distributions $\left(\mu_{0}, \mu_{1}\right)$, where $\mu_{0}$ and $\mu_{1}$ are supported on $g^{-1}(0)$ and $g^{-1}(1)$, respectively, and the minimum is taken over all deterministic trees $T$ computing $g$. For $Q$ a distribution with finite support over pairs of distributions satisfying $\operatorname{supp}_{b}(Q) \subseteq g^{-1}(b)$ for $b \in\{0,1\}$, and $T$ a deterministic tree computing $g$, let $\chi(T, Q)=\mathbb{E}_{\left(\mu_{0}, \mu_{1}\right) \sim Q}\left[\chi\left(T,\left(\mu_{0}, \mu_{1}\right)\right)\right]$. Finally, the max-conflict complexity of $g$ is

$$
\bar{\chi}(g)=\sup _{Q} \min _{T} \chi(T, Q),
$$

where the supremum is taken over $Q$ with finite support such that $\operatorname{supp}_{b}(Q) \subseteq g^{-1}(b)$ for $b \in\{0,1\}$, and the minimum is taken over deterministic trees $T$ computing $g$.

We can extend the definition of conflict complexity and max-conflict complexity to more general query processes that do not necessarily compute a function. We first need the notion of FULL.

Definition 3.2. For a deterministic tree $T$ and pair of distributions ( $\mu_{0}, \mu_{1}$ ) with disjoint support, we say that $\left(T,\left(\mu_{0}, \mu_{1}\right)\right)$ is FULL if $\sum_{v \in T} \Delta(v) R(v)=1$, i. e., if the random walk described above terminates with probability 1 . We say that $(T, Q)$ is FULL if $\left(T,\left(\mu_{0}, \mu_{1}\right)\right)$ is FULL for each $\left(\mu_{0}, \mu_{1}\right) \in \operatorname{supp}(\mathbb{Q})$.
Definition 3.3. For a deterministic tree $T$ and pair of distributions $\left(\mu_{0}, \mu_{1}\right)$ such that $\left(T,\left(\mu_{0}, \mu_{1}\right)\right)$ is FULL, define $\chi\left(T,\left(\mu_{0}, \mu_{1}\right)\right)=\sum_{v \in T} d_{T}(v) \Delta(v) R(v)$. For a distribution $Q$ such that $(T, Q)$ is FULL, define $\chi(T, Q)=\mathbb{E}_{\left(\mu_{0}, \mu_{1}\right) \sim Q}\left[\chi\left(T,\left(\mu_{0}, \mu_{1}\right)\right)\right]$.

### 3.1 Comparison with other query measures

The definition of conflict complexity appeared for the first time in [16], which is one of the two papers the current paper is a merger of (the other paper being [9]). Li [13] analyzed this definition and showed that the conflict complexity of a total Boolean function $g$ is at least the block sensitivity of $g$. Here we show that the max-conflict complexity of a (partial) function $g$ is at least as large as the sabotage complexity of $g$. For a total Boolean function $g$, Ben-David and Kothari [7] show that the sabotage complexity of $g$ is at least as large as the fractional block sensitivity of $g[1,17,11]$, which in turn is at least as large as the block sensitivity. They also show examples where the sabotage complexity is much larger than the partition bound, quantum query complexity and approximate polynomial degree, thus the same holds for max-conflict complexity as well.

We first need the following simple claim. Let $\delta_{x}$ be the probability distribution that puts weight 1 on the string $x$.
Claim 3.4. Let $T$ be a deterministic tree computing the partial function $g$ and let $x, y$ be such that $g(x)=0, g(y)=1$. Then

$$
\chi\left(T,\left(\delta_{x}, \delta_{y}\right)\right)=\operatorname{sep}_{T}(x, y)
$$

Proof. Let $v_{1}$ be the root of $T$, and $v_{1}, v_{2}, \ldots, v_{t}$ be the longest sequence of vertices in $T$ that are visited both by $x$ and $y$, i. e., $x_{q\left(v_{t}\right)} \neq y_{q\left(v_{t}\right)}$. Since $T$ computes $g, v_{t}$ is not a leaf. For each $i=1, \ldots, t-1$ we see that $\Delta\left(v_{i}\right)=0$, while $\Delta\left(v_{t}\right)=1$. Also $R\left(v_{i}\right)=1$ for each $i=1, \ldots, t$, while $R(v)=0$ for any other vertex. Thus $\sum_{v \in T} d(v) \Delta(v) R(v)=t=\operatorname{sep}_{T}(x, y)$.

Theorem 3.5. Let $g \subseteq\{0,1\}^{m} \times\{0,1\}$ be a partial Boolean function. Then $\bar{\chi}(g) \geq \mathbb{R} S(g)$.
Proof. By Theorem B. 1 (Appendix B),

$$
\mathbb{R} \mathbb{S}(g)=\max _{p} \min _{T} \mathbb{E}_{(x, y) \sim p}\left[\operatorname{sep}_{T}(x, y)\right]
$$

By definition of max-conflict complexity we have

$$
\bar{\chi}(g)=\sup _{Q} \min _{T} \mathbb{E}_{\left(\mu_{0}, \mu_{1}\right) \sim Q}\left[\chi\left(T,\left(\mu_{0}, \mu_{1}\right)\right)\right] .
$$

The distribution $p$ in sabotage complexity is a special case of $Q$ where all the pairs of distributions in the support are singleton distributions. Note that $p$ has finite support. The theorem now follows from Claim 3.4.

## 4 Query process

We now come to the most important definition of the paper, that of the query process $\mathcal{P}(\mathcal{B}, Q)$. Let $t>0$ be any integer and $\mathcal{B}$ be any deterministic query algorithm that runs on inputs in $\left(\{0,1\}^{m}\right)^{t}$. Let $x=\left(x_{i}^{(j)}\right)_{\substack{i=1, \ldots, t \\ j=1, \ldots, m}}$ be a generic input to $\mathcal{B}$, and let $x_{i}$ stand for $\left(x_{i}^{(j)}\right)_{j=1, \ldots, m}$. For a vertex $v$ of $\mathcal{B}$, let $v^{(i)}$ denote the subcube in $v$ projected to $x_{i}$, i. e., $v=v^{(1)} \times \ldots \times v^{(t)}$. Recall from Section 2 that $v_{b}$ stands for the child of $v$ corresponding to the query outcome being $b$, for $b \in\{0,1\}$.

The query process $\mathcal{P}(\mathcal{B}, Q)$ runs on an input $z \in\{0,1\}^{t}$ and uses the BITSAMPLER (Algorithm 1) routine to simulate the queries of $\mathcal{B}$ to $x$ when it can. This process is the heart of how we will transform an algorithm for $f \circ g^{n}$ into a query efficient algorithm for $f$.

Definition 4.1 (Query process $\mathcal{P}(\mathcal{B}, Q)$ ). Let $\mathcal{B}$ be a decision tree that runs on inputs from $\left(\{0,1\}^{m}\right)^{t}$. Let $Q$ be a consistent probability distribution with finite support over pairs of distributions $\left(\mu_{0}, \mu_{1}\right)$. The query process $\mathcal{P}(\mathcal{B}, Q)$ is run on an input $z \in\{0,1\}^{t}$ and is defined by Algorithm 2.

A few comments about Definition 4.1. First, we think of $\mathcal{B}$ and $\mathcal{P}$ as query procedures that query input variables and terminate. In particular, they do not have to produce outputs, i.e., their leaves do not have to be labeled. Second, note that in Algorithm 2 the segment from line 9 to line 19 corresponds to the Bitsampler procedure in Algorithm 1. Queries to the input bits $z_{i}$ are made in line 15 , which corresponds to step 9 of Bitsampler. Finally, the variables $\mathbb{N}_{i}$ are not directly used by the algorithm, but are used in its analysis.

```
Algorithm 2: \(\mathcal{P}(\mathcal{B}, Q)\)
    Input: \(z=\left(z_{1}, \ldots, z_{t}\right) \in\{0,1\}^{t}\).
    for \(1 \leq k \leq t\) do
        QUERY \(_{k} \leftarrow 0\). // Indicates if \(z_{k}\) is queried.
        \(\mathbb{N}_{k} \leftarrow 0\). // Counts references to \(x_{k}\) till \(z_{k}\) is queried.
        Sample ( \(\mu_{0}^{(k)}, \mu_{1}^{(k)}\) ) from \(\boldsymbol{Q}\).
    \(v \leftarrow\) Root of \(\mathcal{B} \quad / /\) Corresponds to \(\left(\{0,1\}^{m}\right)^{t}\).
    while \(v\) is not a leaf of \(\mathcal{B}\) do
        Let \(q(v)=(i, j)\), the \(j^{\text {th }}\) coordinate of \(x_{i}\)
        if QUERY \(_{i}=0\) then
            Sample a fresh real number \(r \sim[0,1]\) uniformly at random.
            if \(r<\min _{b} \operatorname{Pr}_{x_{i} \sim \mu_{b}^{(i)}}\left[x_{i}^{(j)}=0 \mid x_{i} \in v^{(i)}\right]\) then
                \(v \leftarrow v_{0}\).
            else if \(r>\max _{b} \operatorname{Pr}_{x_{i} \sim \mu_{b}^{(i)}}\left[x_{i}^{(j)}=0 \mid x_{i} \in v^{(i)}\right]\) then
                        \(v \leftarrow v_{1}\).
            else
                Query \(z_{i}\). QUERY \(_{i} \leftarrow 1\).
                if \(r \leq \operatorname{Pr}_{x_{i} \sim \mu_{z_{i}}^{(i)}}\left[x_{i}^{(j)}=0 \mid x_{i} \in v^{(i)}\right]\) then
                    \(v \leftarrow v_{0}\).
            else
                    \(v \leftarrow v_{1}\).
            \(\mathbb{N}_{i} \leftarrow \mathbb{N}_{i}+1\).
        else
            \(b \leftarrow \begin{cases}1 & \text { with probability } \operatorname{Pr}_{x_{i} \sim \mu_{z_{i}}^{(i)}}\left[x_{i}^{(j)}=1 \mid x_{i} \in v^{(i)}\right] \\ 0 & \text { with probability } \operatorname{Pr}_{x_{i} \sim \mu_{i_{i}}}^{(i)}\left[x_{i}^{(j)}=0 \mid x_{i} \in v^{(i)}\right]\end{cases}\)
\(v \leftarrow v_{b}\)
```

We now present an important structural result about $\mathcal{P}(\mathcal{B}, Q)$. In particular, this formally proves that the procedure Bitsampler given in Algorithm 1 samples the bits from the right distribution. The theorem should be intuitively clear, but we present a formal proof for completeness. Recall the definition of $\gamma_{z}(Q)$ from Section 1.3.

Theorem 4.2 (Simulation Theorem). Let $\mathcal{B}$ be a deterministic decision tree running on inputs from $\left(\{0,1\}^{m}\right)^{t}$, and let v be a vertex in $\mathcal{B}$. Let $A_{z}(v, Q)$ be the event that $\mathcal{P}(\mathcal{B}, Q)$, when run on $z$, reaches node $v$. Let $B_{z}(v, Q)$ be the event that for a random input $x$ sampled from $\gamma_{z}(Q)$, the computation of $\mathcal{B}$
reaches $v$. Then for every $z \in\{0,1\}^{t}$ and each vertex $v$ of $\mathcal{B}$,

$$
\operatorname{Pr}\left[A_{z}(v, Q)\right]=\operatorname{Pr}\left[B_{z}(v, Q)\right] .
$$

Proof. To save writing, we fix $z \in\{0,1\}^{t}$ and $Q$ and let $A(v):=A_{z}(v, Q)$ be the event that $\mathcal{P}(\mathcal{B}, Q)$ reaches node $v$ on input $z$, and $B(v):=B_{z}(v, Q)$ be the event that $\mathcal{B}$ reaches node $v$ under the distribution $\gamma_{z}(\mathbb{Q})$. Additionally, we write $\overline{\left(\mu_{0}, \mu_{1}\right)}=\left(\left(\mu_{0}^{(1)}, \mu_{1}^{(1)}\right), \ldots,\left(\mu_{0}^{(t)}, \mu_{1}^{(t)}\right)\right)$ for a $t$-tuple of pairs of distributions. In the following when we write $\mathbb{E}_{\left(\mu_{0}, \mu_{1}\right) \sim Q^{t}}$ this expectation is taken with respect to drawing each $\left(\mu_{0}^{(i)}, \mu_{1}^{(i)}\right)$ independently from $\boldsymbol{Q}$.

Now notice that $\operatorname{Pr}[A(v)]=\mathbb{E}_{\left(\overline{\left.\mu_{0}, \mu_{1}\right)} \sim Q^{t}\right.} \operatorname{Pr}\left[A(v) \mid \overline{\left(\mu_{0}, \mu_{1}\right)}\right]$ and $\operatorname{Pr}[B(v)]=\mathbb{E}_{\left(\mu_{0}, \mu_{1}\right)} \sim Q^{t}$ $\operatorname{Pr}\left[B(v) \mid \overline{\left(\mu_{0}, \mu_{1}\right)}\right]$. We prove by induction on $d(v)$, the depth of a node $v$, that

$$
\begin{equation*}
\operatorname{Pr}\left[A(v) \mid \overline{\left(\mu_{0}, \mu_{1}\right)}\right]=\operatorname{Pr}\left[B(v) \mid \overline{\left(\mu_{0}, \mu_{1}\right)}\right] \tag{4.1}
\end{equation*}
$$

for any $\overline{\left(\mu_{0}, \mu_{1}\right)}$. This will give the claim.
Towards the aim of showing (4.1), fix an arbitrary $\overline{\left(\mu_{0}, \mu_{1}\right)}$.
Base case: $d(v)=1$, i.e., $v$ is the root of $\mathcal{B}$. Thus $\operatorname{Pr}\left[A(v) \mid \overline{\left(\mu_{0}, \mu_{1}\right)}\right]=\operatorname{Pr}\left[B(v) \mid \overline{\left(\mu_{0}, \mu_{1}\right)}\right]=1$.
Inductive step: Assume that $d(v) \geq 2$, and that the statement is true for all vertices of depth at most $d(v)-1$. Since $d(v) \geq 2, v$ is not the root of $\mathcal{B}$. Let $u=u^{(1)} \times \ldots \times u^{(t)}$ be the parent of $v$, and say variable $x_{i}^{(j)}$ is queried at $u$. Without loss of generality we assume that $v=u_{0}$. We split the proof into the following two cases.

- Case 1: $\operatorname{Pr}_{x_{i} \sim \mu_{z_{i}}^{(i)}}\left[x_{i}^{(j)}=0 \mid x_{i} \in u^{(i)}\right] \leq \operatorname{Pr}_{x_{i} \sim \mu_{\bar{z}_{i}}^{(i)}}\left[x_{i}^{(j)}=0 \mid x_{i} \in u^{(i)}\right]$.

Conditioned on $A(u), \overline{\left(\mu_{0}, \mu_{1}\right)}$ and QUERY $_{i}=1$, the probability that $\mathcal{P}$ reaches $v$ is $\operatorname{Pr}_{x_{i} \sim \mu_{z_{i}}^{(i)}}\left[x_{i}^{(j)}=0 \mid x_{i} \in u^{(i)}\right]$. Also, conditioned on $A(u), \overline{\left(\mu_{0}, \mu_{1}\right)}$ and $\operatorname{QUERY}_{i}=0$ the probability that $\mathcal{P}$ reaches $v$ is exactly equal to the probability that the real number $r$ sampled at $u$ lies in $\left[0, \operatorname{Pr}_{x_{i} \sim \mu_{z_{i}}^{(i)}}\left[x_{i}^{(j)}=0 \mid x_{i} \in u^{(i)}\right]\right]$, which is equal to $\operatorname{Pr}_{x_{i} \sim \mu_{z_{i}}^{(i)}}\left[x_{i}^{(j)}=0 \mid x_{i} \in u^{(i)}\right]$. Thus,

$$
\begin{align*}
\operatorname{Pr}\left[A(v) \mid \overline{\left(\mu_{0}, \mu_{1}\right)}\right] & =\operatorname{Pr}\left[A(u) \mid \overline{\left(\mu_{0}, \mu_{1}\right)}\right] \cdot \operatorname{Pr}\left[A(v) \mid A(u), \overline{\left(\mu_{0}, \mu_{1}\right)}\right] \\
& =\operatorname{Pr}\left[A(u) \mid \overline{\left(\mu_{0}, \mu_{1}\right)}\right] \cdot \underset{x_{i} \sim \mu_{z_{i}}^{(i)}}{\operatorname{Pr}}\left[x_{i}^{(j)}=0 \mid x_{i} \in u^{(i)}\right] . \tag{4.2}
\end{align*}
$$

Now condition on $B(u)$ and $\overline{\left(\mu_{0}, \mu_{1}\right)}$. The probability that $\mathcal{B}$ reaches $v$ is exactly equal to the probability that $x_{i}^{(j)}=0$ when $x$ is sampled according to the distribution
$\gamma_{z}\left(\overline{\left(\mu_{0}, \mu_{1}\right)}\right)$ conditioned on the event that $x \in u$. Note that in the distribution $\gamma_{z}\left(\left(\mu_{0}, \mu_{1}\right)\right)$, the $x_{k}$ 's are independently distributed. Thus,

$$
\begin{align*}
\operatorname{Pr}\left[B(v) \mid \overline{\left(\mu_{0}, \mu_{1}\right)}\right] & =\operatorname{Pr}\left[B(u) \mid \overline{\left(\mu_{0}, \mu_{1}\right)}\right] \cdot \operatorname{Pr}\left[B(v) \mid B(u), \overline{\left(\mu_{0}, \mu_{1}\right)}\right] \\
& =\operatorname{Pr}\left[B(u) \mid \overline{\left(\mu_{0}, \mu_{1}\right)}\right] \cdot \operatorname{Pr}_{x_{i} \sim \mu_{z_{i}}^{i}}\left[x_{i}^{(j)}=0 \mid x_{i} \in u^{(i)}\right] \tag{4.3}
\end{align*}
$$

By the inductive hypothesis, $\left.\operatorname{Pr}\left[\underline{A(u) \mid} \overline{\left(\mu_{0}, \mu_{1}\right)}\right]=\operatorname{Pr[B(u)|} \mid \overline{\left(\mu_{0}, \mu_{1}\right)}\right]$. It follows from (4.2) and (4.3) that $\operatorname{Pr}\left[A(v) \mid \overline{\left(\mu_{0}, \mu_{1}\right)}\right]=\operatorname{Pr}\left[B(v) \mid \overline{\left(\mu_{0}, \mu_{1}\right)}\right]$.

- Case 2: $\operatorname{Pr}_{x_{i} \sim \mu_{z_{i}}^{(i)}}\left[x_{i}^{(j)}=0 \mid x_{i} \in u^{(i)}\right]>\operatorname{Pr}_{x_{i} \sim \mu_{z_{i}^{(i)}}}\left[x_{i}^{(j)}=0 \mid x_{i} \in u^{(i)}\right]$. Let $v^{\prime}=u_{1}$. By an argument similar to Case 1, we have that

$$
\begin{equation*}
\operatorname{Pr}\left[A\left(v^{\prime}\right) \mid \overline{\left(\mu_{0}, \mu_{1}\right)}\right]=\operatorname{Pr}\left[B\left(v^{\prime}\right) \overline{\left(\mu_{0}, \mu_{1}\right)}\right] . \tag{4.4}
\end{equation*}
$$

Now,

$$
\begin{aligned}
\operatorname{Pr}\left[A(v) \mid \overline{\left(\mu_{0}, \mu_{1}\right)}\right]= & \operatorname{Pr}\left[A(u) \mid \overline{\left(\mu_{0}, \mu_{1}\right)}\right]-\operatorname{Pr}\left[A\left(v^{\prime}\right) \mid \overline{\left(\mu_{0}, \mu_{1}\right)}\right] \\
= & \operatorname{Pr}\left[B(u) \mid \overline{\left(\mu_{0}, \mu_{1}\right)}\right]-\operatorname{Pr}\left[A\left(v^{\prime}\right) \mid \overline{\left(\mu_{0}, \mu_{1}\right)}\right] \\
& \quad(\operatorname{By} \text { inductive hypothesis }) \\
= & \operatorname{Pr}\left[B(u) \mid \overline{\left(\mu_{0}, \mu_{1}\right)}\right]-\operatorname{Pr}\left[B\left(v^{\prime}\right) \mid \overline{\left(\mu_{0}, \mu_{1}\right)}\right] \\
& \quad(\operatorname{By}(4.4)) \\
= & \operatorname{Pr}\left[B(v) \mid \overline{\left(\mu_{0}, \mu_{1}\right)}\right] .
\end{aligned}
$$

We will be interested in the number of queries $\mathcal{P}(\mathcal{B}, Q)$ is able to simulate before making a query to $z_{i}$. To this end, let the random variable $\mathcal{N}_{i}(\mathcal{B}, z, Q)$ stand for the value of the variable $\mathbb{N}_{i}$ in Algorithm 2 after the termination of $\mathcal{P}(\mathcal{B}, Q)$ on input $z$. Note that $\mathcal{N}_{i}$ depends on the randomness in the choices of $r$ (step 9) and also on the randomness in $Q$ in the choice of distributions $\left(\mu_{0}^{(k)}, \mu_{1}^{(k)}\right)$ (step 4).

### 4.1 Relating $\mathcal{P}(\mathcal{B}, Q)$ to max-conflict complexity

A key to our composition theorem will be relating the number of simulated queries made by $\mathcal{P}(\mathcal{B}, Q)$ to max-conflict complexity, which we do in this section. Let $\mathcal{B}$ be a query algorithm taking inputs from $\{0,1\}^{m}$. In this case, $\mathcal{N}_{1}(\mathcal{B}, 1, Q)=\mathcal{N}_{1}(\mathcal{B}, 0, Q)$. This is because the behavior of $\mathcal{P}(\mathcal{B}, Q)$ on input 0 is exactly the same as the behavior on input 1 before a query to $z$ is made, and after $z$ is queried the value of $\mathbb{N}_{i}$ does not change.
Claim 4.3. Let $\mathcal{B}$ be an algorithm taking inputs from $\{0,1\}^{m}$. Then $(\mathcal{B}, Q)$ is FULL if and only if $\mathcal{P}(\mathcal{B}, Q)$ queries $z$ with probability 1. If $(\mathcal{B}, Q)$ is FULL then

$$
\chi(\mathcal{B}, Q)=\mathbb{E}\left[\mathcal{N}_{1}(\mathcal{B}, 1, Q)\right]
$$

Proof. Note that until $z$ is queried, $\mathcal{P}\left(\mathcal{B},\left(\mu_{0}, \mu_{1}\right)\right)$ exactly executes the random walk described in Section 3, and querying $z$ in $\mathcal{P}\left(\mathcal{B},\left(\mu_{0}, \mu_{1}\right)\right)$ corresponds to this random walk terminating. The first part of the claim then follows as $\mathcal{P}(\mathcal{B}, Q)$ queries $z$ with probability 1 if and only if $\mathcal{P}\left(\mathcal{B},\left(\mu_{0}, \mu_{1}\right)\right)$ queries $z$ with probability 1 for every $\left(\mu_{0}, \mu_{1}\right) \in \operatorname{supp}(Q)$.

Also, because $\mathcal{P}\left(\mathcal{B},\left(\mu_{0}, \mu_{1}\right)\right)$ exactly executes the random walk described in Section 3, we see that $\chi\left(\mathcal{B},\left(\mu_{0}, \mu_{1}\right)\right)=\mathbb{E}\left[\mathcal{N}_{1}\left(\mathcal{B}, 1,\left(\mu_{0}, \mu_{1}\right)\right)\right]$. The second part of the claim follows by taking the expectation of this equality over $\left(\mu_{0}, \mu_{1}\right) \sim Q$.

The correspondence of Claim 4.3 prompts us to define FULL in a more general setting.
Definition 4.4 (FULL). Let $\mathcal{B}$ be a query algorithm taking inputs from $\left(\{0,1\}^{m}\right)^{t}$. The pair $(\mathcal{B}, Q)$ is said to be FULL if for every $z \in\{0,1\}^{t}$ it holds that $\mathcal{P}(\mathcal{B}, Q)$ queries $z_{i}$ with probability 1 , for every $i=1, \ldots, t$.

## 5 The Composition Theorem

In this section we prove Theorem 1.5 (restated below).
Theorem 5.1. For any $S$-relation $f \subseteq\{0,1\}^{n} \times S$ and any partial Boolean function $g \subseteq\{0,1\}^{m} \times\{0,1\}$,

$$
\mathbb{R}_{1 / 3}\left(f \circ g^{n}\right) \in \Omega\left(\mathbb{R}_{4 / 9}(f) \cdot \bar{\chi}(g)\right) .
$$

Our proof will make use of the following direct sum theorem.
Theorem 5.2. Let $\mathcal{B}$ be a query algorithm acting on inputs from $\left(\{0,1\}^{m}\right)^{t}$. Let $Q$ be a consistent distribution with finite support over pairs of distributions $\left(\mu_{0}, \mu_{1}\right)$ on $m$-bit strings. If $(\mathcal{B}, Q)$ is FULL then for any $z \in\{0,1\}^{t}$

$$
\sum_{i=1}^{t} \mathbb{E}\left[\mathcal{N}_{i}(\mathcal{B}, z, Q)\right] \geq t \cdot \min _{C} \chi(C, Q)
$$

where the minimum is taken over deterministic trees $C$ acting on inputs from $\{0,1\}^{m}$ such that $(C, Q)$ is FULL.
Proof of Theorem 5.2. Towards a contradiction, assume that

$$
\begin{equation*}
\sum_{i=1}^{t} \mathbb{E}\left[\mathcal{N}_{i}(\mathcal{B}, z, Q)\right]<t \cdot \min _{C} \mathbb{E}_{\left(\mu_{0}, \mu_{1}\right) \sim Q}\left[\chi\left(C,\left(\mu_{0}, \mu_{1}\right)\right)\right] \tag{5.1}
\end{equation*}
$$

By averaging, there exists a $k$ such that $\left.\mathbb{E}\left[\mathcal{N}_{k}(\mathcal{B}, z, Q)\right]\right]<\min _{\mathcal{C}} \mathbb{E}_{\left(\mu_{0}, \mu_{1}\right) \sim Q}$ [ $\left.\chi\left(C,\left(\mu_{0}, \mu_{1}\right)\right)\right]$. Let us focus on the expression on the left hand side. Recall that there are two kinds of randomness in this expectation, the choice of the random numbers $r$ in $\mathcal{P}(\mathcal{B}, Q)$ and the choice of $\overline{\left(\mu_{0}, \mu_{1}\right)} \sim Q^{t}$. We separate out these two as follows:

$$
\begin{aligned}
& \mathbb{E}\left[\mathcal{N}_{k}(\mathcal{B}, z, Q)\right]=\mathbb{E}_{\left(\mu_{0}, \mu_{1}\right) \sim Q^{t}} \mathbb{E}_{r}\left[\mathcal{N}_{k}\left(\mathcal{B}, z, \overline{\left(\mu_{0}, \mu_{1}\right)}\right]\right. \\
&=\mathbb{E}_{r} \mathbb{E}_{\left(\mu_{0}, \mu_{1}\right) \sim Q^{t}}\left[\mathcal{N}_{k}\left(\mathcal{B}, z, \overline{\left(\mu_{0}, \mu_{1}\right)}\right]\right. \\
&=\mathbb{E}_{r} \mathbb{E}_{\overline{\left(\mu_{0}, \mu_{1}\right)}}-(k) \sim Q^{t-1} \\
& \mathbb{E}_{\left(\mu_{0}^{(k)}, \mu_{1}^{(k)}\right) \sim Q}\left[\mathcal{N}_{k}\left(\mathcal{B}, z, \overline{\left(\mu_{0}, \mu_{1}\right)}\right],\right.
\end{aligned}
$$

where ${\overline{\left(\mu_{0}, \mu_{1}\right)}}^{-(k)}$ is a $(t-1)$-tuple of pairs of distributions without the $k^{t h}$ coordinate. This further means that there is a fixing of the randomness $r$ and the $(t-1)$-tuple of pairs distributions $\overline{\left(\mu_{0}, \mu_{1}\right)}{ }^{-(k)}$ such that $\mathbb{E}_{\left(\mu_{0}^{(k)}, \mu_{1}^{(k)}\right) \sim Q}\left[\mathcal{N}_{k}\left(\mathcal{B}, z, \overline{\left(\mu_{0}, \mu_{1}\right)}\right]<\min _{C} \mathbb{E}_{\left(\mu_{0}, \mu_{1}\right) \sim Q}\left[\chi\left(C,\left(\mu_{0}, \mu_{1}\right)\right)\right]\right.$. With such a fixed setting, however, $\mathscr{P}(\mathcal{B}, Q)$ creates a query process equivalent to $\mathcal{P}\left(\mathcal{B}^{\prime}, \mathbb{Q}\right)$ run on $z_{i} \in\{0,1\}$ for a deterministic query algorithm $\mathcal{B}^{\prime}$ running on inputs from $\{0,1\}^{m}$ and such that $\left(\mathcal{B}^{\prime}, Q\right)$ is FULL. The distribution $\mathbb{E}_{\left(\mu_{0}, \mu_{1}\right) \sim Q}\left[\mathcal{N}_{1}\left(\mathcal{B}^{\prime}, 1, \mu_{0}, \mu_{1}\right)\right]$ is the same as that as $\mathbb{E}_{\left(\mu_{0}^{(k)}, \mu_{1}^{(k)}\right) \sim Q}\left[\mathcal{N}_{k}(\mathcal{B}, z\right.$, $\left.\left(\overline{\left(\mu_{0}, \mu_{1}\right)}{ }^{-(k)},\left(\mu_{0}^{(k)}, \mu_{1}^{(k)}\right)\right)\right]$ conditioned on the earlier fixing of ${\overline{\left(\mu_{0}, \mu_{1}\right)}}^{-(k)}$ and the randomness $r$. Thus $\mathbb{E}_{\left(\mu_{0}, \mu_{1}\right) \sim Q}\left[\chi\left(\mathcal{B}^{\prime},\left(\mu_{0}, \mu_{1}\right)\right)\right]<\min _{C} \mathbb{E}_{\left(\mu_{0}, \mu_{1}\right) \sim Q}\left[\chi\left(C,\left(\mu_{0}, \mu_{1}\right)\right)\right]$, a contradiction.

Proof of Theorem 1.5. We shall prove that for each distribution $\eta$ on the inputs to $f$, there is a randomized query algorithm $\mathcal{A}$ making at most $18 \mathbb{R}_{1 / 3}\left(f \circ g^{n}\right) / \bar{\chi}(g)$ queries in the worst case, for which $\operatorname{Pr}_{z \in \eta}[(z, \mathcal{A}(z)) \in f] \geq \frac{5}{9}$ holds. $\mathcal{A}$ can be made deterministic with the same complexity and accuracy guarantees by appropriately fixing its randomness. This will imply the theorem by the minmax principle (Fact 2.4). To this end let us fix a distribution $\eta$ over $\{0,1\}^{n}$.

Let $Q$ be a distribution with finite support which is consistent with $g$ such that for any deterministic decision tree $C$ computing $g$ we have $\chi(C, Q) \geq \bar{\chi}(g)-\epsilon$, where $\epsilon$ is to be set later. We will use distributions $\eta$ and $Q$ to set up a distribution $\gamma_{\eta}$ over the input space of $f \circ g^{n}$. This distribution is defined as follows:

1. Sample $z=\left(z_{1}, \ldots, z_{n}\right)$ from $\eta$.
2. Sample $\left(\mu_{0}^{(i)}, \mu_{1}^{(i)}\right)$ independently from $Q$ for $i=1, \ldots, t$.
3. Sample $x_{i}$ from $\mu_{z_{i}}^{(i)}$ for $i=1, \ldots, t$. Return $x=\left(x_{1}, \ldots, x_{t}\right)$.

Recall from Section 1.3 the observation that for each $z, x$ sampled as above, for each $s \in \mathcal{S}$, $(z, s) \in f$ if and only if $(x, s) \in f \circ g^{n}$.

Assume that $\mathbb{R}_{1 / 3}\left(f \circ g^{n}\right)=c$. The minimax principle (Fact 2.4 ) implies that there is a deterministic query algorithm $\mathcal{A}^{\prime}$ for inputs from $\left(\{0,1\}^{m}\right)^{n}$, that makes at most $c$ queries in the worst case, such that $\operatorname{Pr}_{x \in \gamma_{\eta}}\left[\left(x, \mathcal{A}^{\prime}(x)\right) \in f \circ g^{n}\right] \geq \frac{2}{3}$. We will first use $\mathcal{A}^{\prime}$ to construct a randomized algorithm $T$ for $f$ whose accuracy under the distribution $\eta$ is as desired and which, for every input $z$, makes few queries in expectation. $T$ is described in Algorithm 3.

```
Algorithm 3: \(T\)
    Input: \(z \in\{0,1\}^{n}\)
    1 Run \(\mathcal{P}\left(\mathcal{A}^{\prime}, Q\right)\) on \(z\).
    2 Return the output of \(\mathcal{A}^{\prime}\).
```

First we bound the probability of error by $T$. By Theorem 4.2, we have that $\operatorname{Pr}[(z, T(z)) \in$ $f]=\operatorname{Pr}_{x \sim \gamma_{z}(Q)}\left[\left(x, \mathcal{A}^{\prime}(x)\right) \in f \circ g^{n}\right]$ for each $z \in\{0,1\}^{n}$. Thus, $\operatorname{Pr}_{z \sim \eta}[(z, T(z)) \in f]=$ $\operatorname{Pr}_{x \sim \gamma_{n}}\left[\left(x, \mathcal{A}^{\prime}(x)\right) \in f \circ g^{n}\right] \geq \frac{2}{3}$.

Next, we bound the expected number of queries made by $T$ in the worst-case.

Claim 5.3. The expected number of queries made by $T$ on each input $z$ is at most $\frac{2 c}{\bar{\chi}(g)}$.
Proof. Fix an input $z \in\{0,1\}^{n}$. For each leaf $\ell=\ell^{(1)} \times \ldots \times \ell^{(n)}$ of $\mathcal{A}^{\prime}$ and for each $i=1, \ldots, n$ define $\mathcal{E}_{i, \ell}^{\prime}$ to be the event that the computation of $\mathcal{P}\left(\mathcal{A}^{\prime}, Q\right)$ finishes at $\ell$ with $Q U E R Y_{i}=0$. For $i=1, \ldots, n$ define $\mathcal{F}_{i}^{\prime}$ to be the event that QUERY ${ }_{i}$ is set to 1 in $\mathcal{P}\left(\mathcal{H}^{\prime}, Q\right)$. Let $Q^{n}$ stand for the (product) distribution of $n$ pairs of probability distributions each independently sampled from $Q$. For $i, \ell$ such that $g$ is not constant on $\ell^{(i)}$, let $\mathcal{D}_{i, \ell}$ be the distribution given by the following sampling procedure:

1. Sample $\left(\mu_{0}^{(1)}, \mu_{1}^{(1)}\right), \ldots,\left(\mu_{0}^{(n)}, \mu_{1}^{(n)}\right)$ from $\mathbb{Q}^{n}$ conditioned on $\mathcal{E}_{i, \ell^{\prime}}^{\prime}$
2. return $\left(\mu_{0}^{(i)}\left|\ell^{(i)}, \mu_{1}^{(i)}\right| \ell^{(i)}\right)$.

Let $\mathcal{B}_{i, \ell}$ be an optimal tree for $\mathcal{D}_{i, \ell}$, i. e., $\chi\left(\mathcal{B}_{i, \ell}, \mathcal{D}_{i, \ell}\right)=\min _{\mathcal{C}} \chi\left(C, \mathcal{D}_{i, \ell}\right)$, where the minimization is over all algorithms $C$ that output 0 on $\operatorname{supp}_{0}\left(\mathcal{D}_{i, \ell}\right)$ and output 1 on $\operatorname{supp}_{1}\left(\mathcal{D}_{i, \ell}\right)$. Now, consider the query algorithm $H$ defined in Algorithm 4. Note that $(H, Q)$ is FULL. Now consider a

```
Algorithm 4: \(H\)
    Input: \(x \in\left(\{0,1\}^{m}\right)^{n}\)
    Run \(\mathcal{A}^{\prime}\) on \(x\).
    Let \(\mathcal{A}^{\prime}\) terminate at leaf \(\ell=\ell^{(1)} \times \ldots \times \ell^{(n)}\).
    for \(1 \leq i \leq n\) do
        if \(g\) is not constant on \(\ell^{(i)}\) then
            Run \(\mathcal{B}_{i, \ell}\) on \(x_{i}\).
```

run of the query process $\mathcal{P}(H, Q)$ on input $z$. Theorem 5.2 implies that $\sum_{i=1}^{n} \mathbb{E}\left[\mathcal{N}_{i}(H, z, Q)\right] \geq$ $n \cdot \min _{\mathcal{C}} \chi(C, Q)=n \cdot(\bar{\chi}(g)-\epsilon)$, by the choice of $Q$.

Let $\mathcal{F}_{i}$ to be the event that QUERY $Y_{i}$ is set to 1 in $\mathcal{P}(H, Q)$ when it reaches a leaf of $\mathcal{A}^{\prime}$, and for each leaf $\ell$ of $\mathcal{A}^{\prime}$ let $\mathcal{E}_{i, \ell}$ be the event that $\mathcal{P}(H, Q)$ reaches $\ell$ and QUERY ${ }_{i}=0$ when it does. Observe that for each $i=1, \ldots, n$, the events $\left\{\mathcal{F}_{i},\left(\mathcal{E}_{i, \ell}\right)_{\ell}\right\}$ are mutually exclusive and exhaustive.

We have that

$$
\begin{align*}
n \cdot(\bar{\chi}(g)-\epsilon) & \leq \sum_{i=1}^{n} \mathbb{E}\left[\mathcal{N}_{i}(H, z, Q)\right] \\
& =\sum_{i=1}^{n} \sum_{\ell} \operatorname{Pr}\left[\mathcal{E}_{i, \ell}\right] \cdot \mathbb{E}\left[\mathcal{N}_{i}(H, z, Q) \mid \mathcal{E}_{i, \ell}\right]+\sum_{i=1}^{n} \operatorname{Pr}\left[\mathcal{F}_{i}\right] \cdot \mathbb{E}\left[\mathcal{N}_{i}(H, z, Q) \mid \mathcal{F}_{i}\right] \tag{5.2}
\end{align*}
$$

Let $d_{i}(\ell)$ be the number of queries into $x_{i}$ made in the unique path from the root of $\mathcal{A}^{\prime}$ to $\ell$. Now, condition on the $n$ pairs of distributions $\left(\mu_{0}^{(j)}, \mu_{1}^{(j)}\right)_{j=1, \ldots, n}$ that are used in $\mathcal{P}(H, Q)$. We have that,

$$
\begin{equation*}
\mathbb{E}\left[\mathcal{N}_{i}(H, z, Q) \mid \mathcal{E}_{i, \ell}\left(\mu_{0}^{(j)}, \mu_{1}^{(j)}\right)_{j=1, \ldots, n}\right]=d_{i}\left(\ell^{(i)}\right)+\mathbb{E}\left[\mathcal{N}_{1}\left(\mathcal{B}_{i, \ell}, z_{i},\left(\mu_{0}^{(i)}\left|\ell^{(i)}, \mu_{1}^{(i)}\right| \ell^{(i)}\right)\right)\right] . \tag{5.3}
\end{equation*}
$$

Averaging over $\left(\mu_{0}^{(j)}, \mu_{1}^{(j)}\right)_{j=1, \ldots, n}$ we have from (5.3) that

$$
\begin{align*}
\mathbb{E}\left[\mathcal{N}_{i}(H, z, Q) \mid \mathcal{E}_{i, \ell}\right] & =d_{i}\left(\ell^{(i)}\right)+\mathbb{E}\left[\mathcal{N}_{1}\left(\mathcal{B}_{i, \ell}, z_{i}, \mathcal{D}_{i, \ell}\right)\right] \\
& \left.=d_{i}\left(\ell^{(i)}\right)+\min _{C} \chi\left(C, \mathcal{D}_{i, \ell}\right) \quad \text { (By the choice of } \mathcal{B}_{i, \ell}\right) . \\
& \leq d_{i}\left(\ell^{(i)}\right)+\bar{\chi}(g) . \tag{5.4}
\end{align*}
$$

Observing that $\sum_{\ell} \operatorname{Pr}\left[\mathcal{E}_{i, \ell}\right]=1-\operatorname{Pr}\left[\mathcal{F}_{i}\right]$, we have from (5.2) and (5.4) that

$$
\begin{align*}
& n \cdot(\bar{\chi}(g)-\epsilon) \leq \sum_{i=1}^{n} \sum_{\ell} \operatorname{Pr}\left[\mathcal{E}_{i, \ell}\right] \cdot\left(d_{i}\left(\ell^{(i)}\right)+\bar{\chi}(g)\right)+\sum_{i=1}^{n} \operatorname{Pr}\left[\mathcal{F}_{i}\right] \cdot \mathbb{E}\left[\mathcal{N}_{i}(H, z, Q) \mid \mathcal{F}_{i}\right] \\
&=\sum_{i=1}^{n}(1-\left.\operatorname{Pr}\left[\mathcal{F}_{i}\right]\right) \cdot \bar{\chi}(g) \\
&+\sum_{i=1}^{n}\left(\sum_{\ell}\left(\operatorname{Pr}\left[\mathcal{E}_{i, \ell}\right] \cdot d_{i}\left(\ell^{(i)}\right)+\operatorname{Pr}\left[\mathcal{F}_{i}\right] \cdot \mathbb{E}\left[\mathcal{N}_{i}(H, z, Q) \mid \mathcal{F}_{i}\right]\right)\right) \\
& \Rightarrow \sum_{i=1}^{n} \operatorname{Pr}\left[\mathcal{F}_{i}\right] \leq \frac{1}{\bar{\chi}(g)} \cdot \sum_{i=1}^{n}\left(\sum_{\ell}\left(\operatorname{Pr}\left[\mathcal{E}_{i, \ell}\right] \cdot d_{i}\left(\ell^{(i)}\right)+\operatorname{Pr}\left[\mathcal{F}_{i}\right] \cdot \mathbb{E}\left[\mathcal{N}_{i}(H, z, Q) \mid \mathcal{F}_{i}\right]\right)\right) \\
&+\frac{n \epsilon}{\bar{\chi}(g)} . \tag{5.5}
\end{align*}
$$

We will show that $\sum_{i=1}^{n}\left(\sum_{\ell}\left(\operatorname{Pr}\left[\mathcal{E}_{i, \ell}\right] \cdot d_{i}\left(\ell^{(i)}\right)+\operatorname{Pr}\left[\mathcal{F}_{i}\right] \cdot \mathbb{E}\left[\mathcal{N}_{i}(H, z, Q) \mid \mathcal{F}_{i}\right]\right)\right) \leq c$. We set $\epsilon \leq \frac{c}{n}$. Since $\sum_{i=1}^{n} \operatorname{Pr}\left[\mathcal{F}_{i}\right]$ is exactly the expected number of queries made by $T$, the claim will follow from (5.5).

Consider a run of $\mathcal{P}(H, Q)$ on input $z$, and let $c_{i}$ be a random variable denoting the number of times step 7 of Algorithm 2 (with $\mathcal{B}=H$ ) is a query into $x_{i}$ before a leaf of $\mathcal{A}^{\prime}$ is reached, for $i=1, \ldots, n$. Thus $\sum_{i=1}^{n} \mathbb{E}\left[c_{i}\right] \leq c$. Further, for each $i, \ell$ we have $d_{i}\left(\ell^{(i)}\right)=\mathbb{E}\left[c_{i} \mid \mathcal{E}_{i, \ell}\right]$ and $\mathbb{E}\left[\mathcal{N}_{i}(H, z, Q) \mid \mathcal{F}_{i}\right]=\mathbb{E}\left[\mathcal{N}_{i}\left(\mathcal{A}^{\prime}, z, Q\right) \mid \mathcal{F}_{i}\right] \leq \mathbb{E}\left[c_{i} \mid \mathcal{F}_{i}\right]$. Thus,

$$
\begin{aligned}
& \sum_{i=1}^{n}\left(\sum_{\ell}\left(\operatorname{Pr}\left[\mathcal{E}_{i, \ell}\right] \cdot d_{i}\left(\ell^{(i)}\right)+\operatorname{Pr}\left[\mathcal{F}_{i}\right] \cdot \mathbb{E}\left[\mathcal{N}_{i}(H, z, Q) \mid \mathcal{F}_{i}\right]\right)\right) \\
& \leq \sum_{i=1}^{n}\left(\sum_{\ell}\left(\operatorname{Pr}\left[\mathcal{E}_{i, \ell}\right] \cdot \mathbb{E}\left[c_{i} \mid \mathcal{E}_{i, \ell}\right]\right)+\operatorname{Pr}\left[\mathcal{F}_{i}\right] \cdot \mathbb{E}\left[c_{i} \mid \mathcal{F}_{i}\right]\right) \\
& =\sum_{i=1}^{n} \mathbb{E}\left[c_{i}\right] \leq c .
\end{aligned}
$$

Now we finish the proof of Theorem 1.5 by constructing the query algorithm $\mathcal{A}$. Let $\mathcal{A}^{\prime \prime}$ be the algorithm obtained by terminating $T$ after $18 c / \bar{\chi}(g)$ queries. By Markov's inequality, for each
$z$, the probability that $T$ makes more than $18 c / \bar{\chi}(g)$ queries is at most $1 / 9$. Thus $\mathcal{A}^{\prime \prime}$ computes $f$ with probability at least $2 / 3-1 / 9=5 / 9$ on a random input from $\eta$. Finally, $\mathcal{A}$ is obtained by fixing the randomness of $\mathcal{A}^{\prime \prime}$ appropriately so that the above probabilistic guarantee holds.

## 6 Conflict complexity and randomized query complexity

In this section, we will prove Theorem 1.7 (restated below). Our proof relates the conflict complexity to the expected amount of information that is learned about the function value through each query via Pinsker's Inequality. At a high level, our proof is reminiscent of the result of [4] on compressing communication protocols in that both look at a random sampling process to navigate a tree, and relate the probability of this process needing to query or communicate at a node to the amount of information that is learned at the node.

Theorem 6.1 (Restatement of Theorem 1.7). For any partial Boolean function $g \subseteq\{0,1\}^{m} \times\{0,1\}$,

$$
\chi(g) \in \Omega\left(\sqrt{\mathbb{R}_{1 / 3}(g)}\right)
$$

Proof. We will show that there exists a constant $\epsilon<1 / 2$ such that for each input distribution $\mu, \mathbb{D}_{\epsilon}^{\mu}(g) \leq 10 \chi(g)^{2}$. Theorem 1.7 will follow from the minimax principle (Fact 2.4), and the observation that the error can be brought down to $1 / 3$ by constantly many independent repetitions followed by a selection of the majority of the answers. It is enough to consider distributions $\mu$ supported on valid inputs of $g$. To this end, fix a distribution $\mu$ supported on $g^{-1}(0) \cup g^{-1}(1)$. Define $\mu_{0}:=\mu\left|g^{-1}(0), \mu_{1}:=\mu\right| g^{-1}(1)$.

Let $\chi(g)=d$. Let $\mathcal{B}$ be a deterministic query algorithm for inputs in $\{0,1\}^{m}$ such that $\left(\mathcal{B}, \mu_{0}, \mu_{1}\right)$ is FULL and $\chi\left(\mu_{0}, \mu_{1}\right)=\chi\left(\mathcal{B}, \mu_{0}, \mu_{1}\right)$. We call such a decision tree an optimal decision tree for $\mu_{0}, \mu_{1}$. Thus in $\mathcal{P}\left(\mathcal{B}, \mu_{0}, \mu_{1}\right), \mathbb{E}\left[\mathcal{N}_{1}\right]=\chi\left(\mu_{0}, \mu_{1}\right) \leq d$. Recall from Section 4 that the leaves of $\mathcal{B}$ can be labelled by bits such that $\mathcal{B}$ computes $g$ on the supports of $\mu_{0}$ and $\mu_{1}$. We assume $\mathcal{B}$ 's leaves to be labelled as such.

Consider the following query algorithm $\mathcal{B}^{\prime}$ : Start simulating $\mathcal{B}$. Terminate the simulation if one of the following events occurs. The output in each case is specified below.

1. If $10 d^{2}$ queries have been made and $v_{10 d^{2}+1} \neq \perp$, terminate and output arg $\max _{b} \operatorname{Pr}_{x \sim \mu}[g(x)=$ $\left.b \mid x \in v_{10 d^{2}+1}\right]$.
2. If $\mathcal{B}$ terminates, terminate and output what $\mathcal{B}$ outputs.

By construction, $\mathcal{B}^{\prime}$ makes at most $10 d^{2}$ queries in the worst case. The following claim bounds the error of $\mathcal{B}^{\prime}$, and completes the proof of Theorem 1.7.
Claim 6.2. There exists a constant $\epsilon<1 / 2$ such that $\operatorname{Pr}_{x \sim \mu}\left[\mathcal{B}^{\prime}(x) \neq g(x)\right] \leq \epsilon$. Furthermore, the constant $\epsilon$ is independent of $\mu$.

Proof of Claim 6.2. Let $v_{k}$ be the random vertex at which the $\mathcal{B}$ makes its $k$-th query when it is run on $x$; If $\mathcal{B}$ terminates before making $k$ queries, define $v_{k}:=\perp$. Let $\mathcal{E}$ denote the
event that in at most $10 d^{2}$ queries, the computation of $\mathcal{B}$ does not reach a vertex $v$ such that $\operatorname{Pr}_{x \sim \mu}[g(x)=0 \mid x \in v] \cdot \operatorname{Pr}_{x \sim \mu}[g(x)=1 \mid x \in v] \leq \frac{1}{9}$. Since $\mathcal{B}$ computes $g$ on the supports of $\mu_{0}$ and $\mu_{1}$, therefore if $\mathcal{E}$ happens then the computation of $\mathcal{B}$ does not reach a leaf within $10 d^{2}$ queries. We split the proof into the following two cases.

Case 1: $\operatorname{Pr}[\mathcal{E}]<\frac{3}{4}$.
Condition on the event that the computation reaches a vertex $v$ of $\mathcal{B}$ for which $\operatorname{Pr}_{x \sim \mu}[g(x)=$ $0 \mid x \in v] \cdot \operatorname{Pr}_{x \sim \mu}[g(x)=1 \mid x \in v] \leq \frac{1}{9}$ holds. In this case, one of $\operatorname{Pr}_{x \sim \mu}[g(x)=0 \mid x \in v]$ and $\operatorname{Pr}_{x \sim \mu}[g(x)=1 \mid x \in v]$ is at most $1 / 3$. Hence, $\mid \operatorname{Pr}_{x \sim \mu}[g(x)=0 \mid x \in v]-\operatorname{Pr}_{x \sim \mu}[g(x)=$ $1 \mid x \in v] \mid \geq 1 / 3$. Let $w$ be the random leaf of the subtree of $\mathcal{B}^{\prime}$ rooted at $v$ at which the computation ends. The probability that $\mathcal{B}^{\prime}$ errs is at most

$$
\begin{aligned}
& \mathbb{E}_{w}\left[\frac{1}{2}-\frac{1}{2}\left|\operatorname{Pr}_{x \sim \mu}[g(x)=0 \mid x \in w]-\operatorname{Pr}_{x \sim \mu}[g(x)=1 \mid x \in w]\right|\right] \\
& \leq \frac{1}{2}-\frac{1}{2}\left|\mathbb{E}_{w}\left[\operatorname{Pr}_{x \sim \mu}[g(x)=0 \mid x \in w]\right]-\mathbb{E}_{w}\left[\operatorname{Pr}_{x \sim \mu}[g(x)=1 \mid x \in w]\right]\right|
\end{aligned}
$$

(By Jensen's inequality and linearity of expectation)

$$
=\frac{1}{2}-\frac{1}{2}\left|\operatorname{Pr}_{x \sim \mu}[g(x)=0 \mid x \in v]-\underset{x \sim \mu}{\operatorname{Pr}}[g(x)=1 \mid x \in v]\right| \leq \frac{1}{3} .
$$

Thus we have shown that conditioned on $\overline{\mathcal{E}}$ the probability that $\mathcal{B}^{\prime}$ errs is at most $\frac{1}{3}$. Since $\mathcal{B}^{\prime}$ errs with probability at most $1 / 2$ when $\mathcal{E}$ happens due to the decision in step 1 , therefore the probability that $\mathcal{B}^{\prime}$ errs is at most $\frac{1}{4} \cdot \frac{1}{3}+\frac{3}{4} \cdot \frac{1}{2}=\frac{11}{24}<\frac{1}{2}$.
Case 2: $\operatorname{Pr}[\mathcal{E}] \geq \frac{3}{4}$.
Let $a_{j}:=\left(i_{j}, x_{i_{j}}\right)$ be the tuple formed by the index and value of the random input variable queried at the $j$-th step by $\mathcal{B}^{\prime}$; if $\mathcal{B}^{\prime}$ terminates before making $j$ queries (i.e., $v_{j}=\perp$ ) or $v_{j}$ is a leaf of $\mathcal{B}$, then define $i_{j}, x_{i_{j}}:=\perp$. Note that the sequence ( $a_{1}, \ldots, a_{10 d^{2}}$ ) uniquely specifies a leaf of $\mathcal{B}^{\prime}$, and vice versa. Let $I(\cdot, \cdot)$ denote the mutual information. (See Appendix $C$ for the definitions and results from information theory used in this paper.) We prove the following claim in Section 6.1.
Claim 6.3. If $\operatorname{Pr}[\mathcal{E}] \geq \frac{3}{4}$, then $\mathrm{I}\left(a_{1}, \ldots, a_{10 d^{2}}: g(x)\right) \geq \frac{1}{40}$.
Thus if $\operatorname{Pr}[\mathcal{E}] \geq \frac{3}{4}$, Claim 6.3 implies that

$$
\begin{equation*}
\mathrm{H}\left(g(x) \mid a_{1}, \ldots a_{10 d^{2}}\right) \leq 1-\frac{1}{40}=\frac{39}{40} \tag{6.1}
\end{equation*}
$$

Let $\mathcal{L}$ be the set of leaves $\ell$ of $\mathcal{B}^{\prime}$ such that $\mathrm{H}(g(x) \mid x \in \ell) \leq \frac{79}{80}$. For each $\ell \in \mathcal{L}$, $\min _{b} \operatorname{Pr}_{x \sim \mu}[g(x)=b \mid x \in \ell] \leq \frac{9}{20}$. Conditioned on $\left(a_{1}, \ldots, a_{10 d^{2}}\right) \in \mathcal{L}$, the probability that $\mathcal{B}^{\prime}$ errs is at most $\frac{9}{20}$. By Markov's inequality and (6.1), it follows that $\operatorname{Pr}\left[\left(a_{1}, \ldots, a_{10 d^{2}}\right) \in\right.$ $\mathcal{L}] \geq \frac{1}{79}$. Thus $\mathcal{B}^{\prime}$ errs with probability at most $\frac{1}{79} \cdot \frac{9}{20}+\frac{78}{79} \cdot \frac{1}{2}<\frac{1}{2}$.

## Optimal Composition Theorem for Randomized Query Complexity

This completes the proof of Theorem 1.7.

### 6.1 Proof of Claim 6.3

Let $v$ be a vertex in $\mathcal{B}$. Define $\Delta(v)$ as follows. ${ }^{6}$

$$
\Delta(v):= \begin{cases}\left|\operatorname{Pr}_{x \sim \mu_{0}}\left[x_{i}=0 \mid x \in v\right]-\operatorname{Pr}_{x \sim \mu_{1}}\left[x_{i}=0 \mid x \in v\right]\right| \\ 1 & \text { if } v \neq \perp \text { and } \operatorname{Pr}_{x \sim \mu_{b}}[x \in v]>0 \text { for } b \in\{0,1\},\end{cases}
$$

The following claim shows that if $\Delta(v)$ is large, the query outcome of $v$ contains significant information about $g(x)$.

Claim 6.4. Let $v$ be a vertex in $\mathcal{B}$. Let variable $x_{i}$ be queried at $v$. Then,

$$
\mathrm{I}\left(g(x): x_{i} \mid x \in v\right) \geq 8\left(\operatorname{Pr}_{x \sim \mu}[g(x)=0 \mid x \in v] \cdot \operatorname{Pr}_{x \sim \mu}[g(x)=1 \mid x \in v] \cdot \Delta(v)\right)^{2}
$$

Proof. Define $b:=g(x)$. Condition on the event $x \in v$. Recall from Appendix C that $\left(b \otimes x_{i}\right)$ is the distribution over pairs of bits, where the the first and the second bit are distributed independently according to the distributions of $b$ and $x_{i}$, respectively. Fact C. 7 implies that $\mathrm{I}\left(b: x_{i}\right)=\mathrm{D}\left(\left(b, x_{i}\right) \|\left(b \otimes x_{i}\right)\right)^{7}$. Now, Pinsker's inequality (Theorem C.9) implies that

$$
\begin{equation*}
\mathrm{D}\left(\left(b, x_{i}\right) \|\left(b \otimes x_{i}\right)\right) \geq \frac{1}{2}\left\|\left(b, x_{i}\right)-\left(b \otimes x_{i}\right)\right\|_{1}^{2} \tag{6.2}
\end{equation*}
$$

Next, we bound $\left\|\left(b, x_{i}\right)-\left(b \otimes x_{i}\right)\right\|_{1}$. To this end, we fix bits $z_{1}, z_{2} \in\{0,1\}$, and bound $\left|\operatorname{Pr}\left[\left(b, x_{i}\right)=\left(z_{1}, z_{2}\right)\right]-\operatorname{Pr}\left[\left(b \otimes x_{i}\right)=\left(z_{1}, z_{2}\right)\right]\right|$. We have that,

$$
\begin{equation*}
\operatorname{Pr}\left[\left(b, x_{i}\right)=\left(z_{1}, z_{2}\right)\right]=\operatorname{Pr}\left[b=z_{1}\right] \operatorname{Pr}\left[x_{i}=z_{2} \mid b=z_{1}\right] . \tag{6.3}
\end{equation*}
$$

Now,

$$
\begin{align*}
\operatorname{Pr}\left[\left(b \otimes x_{i}\right)=\left(z_{1}, z_{2}\right)\right]= & \operatorname{Pr}\left[b=z_{1}\right] \operatorname{Pr}\left[x_{i}=z_{2}\right] \\
= & \operatorname{Pr}\left[b=z_{1}\right]\left(\operatorname{Pr}\left[b=z_{1}\right] \operatorname{Pr}\left[x_{i}=z_{2} \mid b=z_{1}\right]+\right. \\
& \left.\operatorname{Pr}\left[b=\overline{z_{1}}\right] \operatorname{Pr}\left[x_{i}=z_{2} \mid b=\overline{z_{1}}\right]\right) . \tag{6.4}
\end{align*}
$$

Taking the absolute difference of (6.4) and (6.3) we have that,

$$
\begin{align*}
& \left|\operatorname{Pr}\left[\left(b, x_{i}\right)=\left(z_{1}, z_{2}\right)\right]-\operatorname{Pr}\left[\left(b \otimes x_{i}\right)=\left(z_{1}, z_{2}\right)\right]\right| \\
& =\operatorname{Pr}\left[b=z_{1}\right] \cdot \operatorname{Pr}\left[b=\overline{z_{1}}\right] \cdot \Delta(v)=\operatorname{Pr}[b=0] \cdot \operatorname{Pr}[b=1] \cdot \Delta(v) \tag{6.5}
\end{align*}
$$

The Claim follows by adding (6.5) over $z_{1}, z_{2}$ and using (6.2).

[^4]Let $\mathcal{B}$ be run on a random input $x$ sampled from $\mu$. The next claim proves a lower bound on the expected sum of $\Delta(v)$ for the random vertices $v$ in the transcript of $\mathcal{B}$. Recall from the proof of Claim 6.2 that $v_{k}$ is the random vertex at which the $k$-th query is made; If $\mathcal{B}$ terminates before making $k$ queries, define $v_{k}:=\perp$. Note that if $\mathcal{B}$ terminates before making $t$ queries, $v_{t}=\perp$ and $\Delta\left(v_{t}\right)=1$.

Claim 6.5. Let c be any positive integer. Then,

$$
\sum_{k=1}^{10 d c} \mathbb{E}\left[\Delta\left(v_{k}\right) \mid \mathcal{E}\right] \geq \frac{13 c}{20}
$$

To prove Claim 6.5 we need the following claim.

## Claim 6.6.

$$
\sum_{k=1}^{10 d} \mathbb{E}\left[\Delta\left(v_{k}\right) \mid \mathcal{E}\right] \geq \frac{13}{20}
$$

Proof of Claim 6.6. Let us sample vertices $u_{k}$ of $\mathcal{B}$ as follows:

1. Set $z= \begin{cases}1 & \text { with probability } \operatorname{Pr}_{x \sim \mu}[g(x)=1], \\ 0 & \text { with probability } \operatorname{Pr}_{x \sim \mu}[g(x)=0]\end{cases}$
2. $\operatorname{Run} \mathcal{P}\left(\mathcal{B}, \mu_{0}, \mu_{1}\right)$ on the 1 -bit input $z$.
3. Let $u_{k}$ be the vertex $v$ of $\mathcal{B}$ in the beginning of the $k$-th iteration of the while loop of Algorithm 2. If the simulation stops before $k$ iterations, set $u_{k}:=\perp$. Return $\left(u_{k}\right)_{k=1, \ldots}$.
By Theorem 4.2, the transcripts $\left(u_{k}\right)_{k=1,2, \ldots}$ and $\left(v_{k}\right)_{k=1,2, \ldots}$ have the same distribution.
Now, since $\mathbb{E}\left[\mathcal{N}_{1}\right] \leq \chi(g)=d$, we have by Markov's inequality that the probability that $\mathcal{P}\left(\mathcal{B}, \mu_{0}, \mu_{1}\right)$ sets QUERY ${ }_{1}$ to 1 within first $10 d$ iterations of the while loop, is at least $9 / 10$. Note that conditioned on the event that the computation of $\mathcal{P}\left(\mathcal{B}, \mu_{0}, \mu_{1}\right)$ is at vertex $v$ of $\mathcal{B}$ that queries the input bit $x_{i}$, the probability that the random real number $r$ generated in the same iteration lies in the interval $\left[\min _{b} \operatorname{Pr}_{x_{i} \sim \mu_{b}}\left[x_{i}=0 \mid x \in v\right], \max _{b} \operatorname{Pr}_{x_{i} \sim \mu_{b}}\left[x_{i}=0 \mid x \in v\right]\right]$ is exactly $\Delta(v)$. We have,

$$
\begin{aligned}
& \sum_{k=1}^{10 d} \mathbb{E}\left[\Delta\left(v_{k}\right) \mid \mathcal{E}\right]=\sum_{k=1}^{10 d} \mathbb{E}\left[\Delta\left(u_{k}\right) \mid \mathcal{E}\right] \\
& \geq \operatorname{Pr}\left[\text { QUERY }_{1} \text { is set to to } 1 \text { within first } 10 d \text { iterations } \mid \mathcal{E}\right] \\
& \quad \quad \quad \text { by union bound) } \\
& \geq \operatorname{Pr}\left[\text { QUERY }_{1} \text { is set to to } 1 \text { within first } 10 d \text { iterations }\right]-\operatorname{Pr}[\overline{\mathcal{E}}] \\
& \geq \frac{9}{10}-\frac{1}{4}=\frac{13}{20} .
\end{aligned}
$$

The following observation will be useful in the proof of Claim 6.5.
Observation 6.7. Let $v$ be any node of $\mathcal{B}$, such that the associated subcube has non-empty intersections with the supports of both $\mu_{0}$ and $\mu_{1}$. Let $\mu_{0}^{\prime}:=\mu_{0} \mid v$ and $\mu_{1}^{\prime}:=\mu_{1} \mid v$. Let $\mathcal{B}_{v}$ denote the subtree of $\mathcal{B}$ rooted at $v$. Then $\mathcal{B}_{v}$ is an optimal decision tree for $\mu_{0}^{\prime}$ and $\mu_{1}^{\prime}$.

Proof. If $\mathcal{B}_{v}$ is not an optimal decision tree for $\mu_{0}^{\prime}$ and $\mu_{1}^{\prime}$ then we could replace it by an optimal decision tree for $\mu_{0}^{\prime}$ and $\mu_{1}^{\prime}$, and for the resultant decision tree $\mathcal{B}^{\prime}$, the expected value of $\mathcal{N}_{1}$ in $\mathcal{P}\left(\mathcal{B}^{\prime}, \mu_{0}, \mu_{1}\right)$ will be smaller than that in $\mathcal{P}\left(\mathcal{B}, \mu_{0}, \mu_{1}\right)$. This will contradict the optimality of $\mathcal{B}$.

Proof of Claim 6.5. For $i=0, \ldots, c-1$, let $w$ be any vertex at depth $10 i d+1$ consistent with $\mathcal{E}$, such that $\operatorname{Pr}_{x \sim \mu_{0}}[x \in w], \operatorname{Pr}_{x \sim \mu_{1}}[x \in w] \neq 0$. Consider the subtree $\operatorname{T}$ of $\mathcal{B}$ rooted at $w$. Let $w_{1}:=w$ and $w_{\ell}$ be the random vertex at depth $\ell$ of T , when T is run on a random input from $\mu \mid w$, or $\perp$ if T terminates before $\ell$ queries. By Observation 6.7, T is an optimal decision tree for distributions $\mu_{0}^{\prime}:=\mu_{0}\left|w, \mu_{1}^{\prime}:=\mu_{1}\right| w$. From Claim 6.6 we have that,

$$
\begin{equation*}
\sum_{\ell=1}^{10 d} \mathbb{E}\left[\Delta\left(w_{\ell}\right) \mid \mathcal{E}\right] \geq \frac{13}{20} \tag{6.6}
\end{equation*}
$$

where $\Delta\left(w_{\ell}\right)$ is with respect to distributions $\mu_{0}^{\prime}$ and $\mu_{1}^{\prime}$. Since $\mu_{0}^{\prime}\left|w_{\ell}=\mu_{0}\right| w_{\ell}$ and $\mu_{1}^{\prime}\left|w_{\ell}=\mu_{1}\right|$ $w_{\ell}, \Delta\left(w_{\ell}\right)$ in (6.6) is also with respect to distributions $\mu_{0}$ and $\mu_{1}$. Now, when $w$ is the random vertex $v_{10 i d+1}, w_{\ell}$ is the random vertex $v_{10 i d+\ell}$. Thus from (6.6) we have that,

$$
\begin{equation*}
\sum_{k=10 i d+1}^{10(i+1) d} \mathbb{E}\left[\Delta\left(v_{k}\right) \mid \mathcal{E}\right] \geq \frac{13}{20} . \tag{6.7}
\end{equation*}
$$

The claim follows by adding (6.7) over $i=0, \ldots, c-1$.

Now we are ready to prove Claim 6.3. By setting $c=d$ and invoking Claim 6.5 we have,

$$
\begin{equation*}
\sum_{t=1}^{10 d^{2}} \mathbb{E}\left[\Delta\left(v_{t}\right) \mid \mathcal{E}\right] \geq \frac{13 d}{20} \tag{6.8}
\end{equation*}
$$

Let $\mathrm{E}_{j}$ be the event $\operatorname{Pr}_{x \sim \mu_{0}}\left[x \in v_{j}\right] \neq 0 \wedge \operatorname{Pr}_{x \sim \mu_{1}}\left[x \in v_{j}\right] \neq 0 \wedge v_{j} \neq \perp$ (i. e., $v_{j}$ is a vertex of $\mathcal{B}$ and is not a leaf). Note that if $v_{j} \neq \perp$ and $v_{j}$ is not a leaf of $\mathcal{B}, v_{j}$ is determined by ( $a_{1}, \ldots, a_{j-1}$ ) and vice versa, and hence $\mathrm{I}\left(a_{j}: g(x) \mid a_{1}, \ldots, a_{j-1}\right)=\mathrm{I}\left(x_{i_{j}}: g(x) \mid v_{j}\right)$. If $v_{j}=\perp$ or $v_{j}$ is a leaf of $\mathcal{B}$, then $g(x)$ is determined by $\left(a_{1}, \ldots, a_{i-1}\right)$, and $x_{i_{j}}=\perp$; thus, $\mathrm{I}\left(a_{j}: g(x) \mid a_{1}, \ldots, a_{j-1}\right)=\mathrm{I}\left(x_{i_{j}}: g(x) \mid v_{j}\right)=0$.

Thus we have,

$$
\begin{align*}
& I\left(a_{1}, \ldots, a_{10 d^{2}}: g(x)\right) \\
& =\sum_{j=1}^{10 d^{2}} \mathrm{I}\left(a_{j}: g(x) \mid a_{1}, \ldots, a_{j-1}\right) \quad \text { (By the chain rule of mutual information } \\
& =\sum_{j=1}^{10 d^{2}} \mathrm{I}\left(x_{i_{j}}: g(x) \mid v_{j}\right) \quad \text { (Theorem C.5)) } \\
& \geq 8 \sum_{j=1}^{10 d^{2}} \mathbb{E}\left[\mathbf{1}_{\mathrm{E}_{j}} \cdot\left[\operatorname{Pr}\left[g(x)=0 \mid x \in v_{j}\right] \cdot \operatorname{Pr}\left[g(x)=1 \mid x \in v_{j}\right] \cdot \Delta\left(v_{j}\right)\right]^{2}\right] \\
& \geq 8 \sum_{j=1}^{10 d^{2}} \operatorname{Pr}[\mathcal{E}] \cdot \mathbb{E}\left[\left[\operatorname{Pr}\left[g(x)=0 \mid x \in v_{j}\right] \cdot \operatorname{Pr}\left[g(x)=1 \mid x \in v_{j}\right] \cdot \Delta\left(v_{j}\right)\right]^{2} \mid \mathcal{E}\right]
\end{align*}
$$

(Conditioned on $\mathcal{E}, \mathrm{E}_{j}$ happens with probability 1

$$
\begin{array}{ll}
\geq 8 \sum_{j=1}^{10 d^{2}} \frac{3}{4} \cdot \frac{1}{9} \cdot \mathbb{E}\left[\Delta\left(v_{j}\right)^{2} \mid \mathcal{E}\right] & \text { (By the assumption } \left.\operatorname{Pr}[\mathcal{E}] \geq \frac{3}{4}\right) \\
=\frac{2}{3} \sum_{j=1}^{10 d^{2}} \mathbb{E}\left[\Delta\left(v_{j}\right)^{2} \mid \mathcal{E}\right] & \\
\geq \frac{2}{3} \sum_{j=1}^{10 d^{2}}\left(\mathbb{E}\left[\Delta\left(v_{j}\right) \mid \mathcal{E}\right]\right)^{2} \quad \text { (By Jensen's inequality) } \\
\geq \frac{2}{3} \cdot \frac{1}{10 d^{2}}\left(\sum_{j=1}^{10 d^{2}} \mathbb{E}\left[\Delta\left(v_{j}\right) \mid \mathcal{E}\right]\right)^{2} \quad \text { (By Cauchy-Schwarz inequality) } \\
\geq \frac{1}{40} . \quad \text { (From (6.8)) } \tag{6.10}
\end{array}
$$

## 7 Tightness

In this section we prove Theorem 1.2. We construct a Boolean relation $f_{0} \subseteq\{0,1\}^{n} \times\{0,1\}^{n}$ (i. e., $\mathcal{S}=\{0,1\}^{n}$ ) and a promise function $g_{0} \subseteq\{0,1\}^{n} \times\{0,1\}$ (i. e., $m=n$ ), such that $\mathbb{R}_{4 / 9}\left(f_{0}\right) \in \Theta(\sqrt{n})$, $\mathbb{R}_{1 / 3}\left(g_{0}\right) \in \Theta(n)$ and $\mathbb{R}_{1 / 3}\left(f_{0} \circ g_{0}^{n}\right) \in \Theta(n)$.

For strings $x=\left(x_{1}, \ldots, x_{n}\right), z=\left(z_{1}, \ldots, x_{n}\right)$ in $\{0,1\}^{n}$, let $x \oplus z$ be the string $\left(x_{1} \oplus z_{1}, \ldots, x_{n} \oplus\right.$ $z_{n}$ ) obtained by taking their bitwise XOR. Let $|x|$ stand for the Hamming weight $\left|\left\{i \in[n]: x_{i}=1\right\}\right|$ of $x$. We define $f_{0}$ as follows:

$$
f_{0} \stackrel{\text { def }}{=}\left\{(a, z) \in\{0,1\}^{n} \times\{0,1\}^{n}| | a \oplus z \left\lvert\, \leq \frac{n}{2}-\sqrt{n}\right.\right\}
$$

Now we define $g_{0}$ by specifying $g_{0}^{-1}(0)$ and $g_{0}^{-1}(1)$.

$$
\begin{aligned}
& g_{0}^{-1}(0) \stackrel{\text { def }}{=}\left\{(x, 0)\left|x \in\{0,1\}^{n},|x| \leq \frac{n}{2}-\sqrt{n}\right\},\right. \\
& g_{0}^{-1}(1) \stackrel{\text { def }}{=}\left\{(x, 1)\left|x \in\{0,1\}^{n},|x| \geq \frac{n}{2}+\sqrt{n}\right\} .\right.
\end{aligned}
$$

$g_{0}$ is a gap-majority function with specific parameters. The two-party version of $g_{0}$ is the gap-Hamming-Distance problem. It has been studied before in the context of communication complexity [8]. We now determine the randomized query complexities of $f_{0}, g_{0}$ and $f_{0} \circ g_{0}^{n}$.

Claim 7.1. (i) $\mathbb{R}_{4 / 9}\left(f_{0}\right) \in \Omega(\sqrt{n})$.
(ii) $\mathbb{R}_{1 / 3}\left(g_{0}\right) \in \Omega(n)$.
(iii) $\mathbb{R}_{\epsilon}\left(f_{0} \circ g_{0}^{n}\right) \in O(n)$ for any $\epsilon \in \Omega(1)$.

Theorem 1.2 follows from Theorem 1.5 and Claim 7.1 with $\epsilon$ set to $\frac{1}{3}$.
Proof of Claim 7.1. (i) Assume that a deterministic protocol of cost $k$ solves $f_{0}$ with respect to the uniform input distribution with error at most $4 / 9$. Such a protocol partitions $\{0,1\}^{n}$ into (at most) $2^{k}$ subcubes, each marked by some "answer" (an element from $\{0,1\}^{n}$ ). In particular, more than $2^{n}-2^{n-4}$ points belong to subcubes of size at least $2^{n-k-4}-$ in other words, to subcubes of codimension at most $k+4$. As more than $\frac{15}{16}$ fraction of all points belong to such subcubes and the total protocol error is at most $4 / 9$, there exists at least one subcube of codimension $k+4$, on which the protocol errs with probability less than $\frac{4}{9} \cdot \frac{16}{15}<1 / 2$.
The symmetry in the definition of $f_{0}$ allows us to assume without loss of generality that the subcube is the set $\tau \stackrel{\text { def }}{=} 0^{k+4} \circ\{0,1\}^{n-k-4}$, where " $\circ$ " denotes string concatenation. It is easy to see that the "answer" that would minimize the error probability with respect to this subcube can be any binary string starting with " $0^{k+4}$ ", so let us assume that the actual label is $0^{n}$. Let $\mathcal{U}_{\ell}$ denote uniform distribution on $\{0,1\}^{n}$. Then

$$
\operatorname{Pr}[\text { error } \mid Z \in \tau]=\operatorname{Pr}_{Z^{\prime} \sim \mathcal{U}_{n-k-4}}\left[\left|Z^{\prime}\right| \leq \frac{n}{2}-\sqrt{n}\right]<1 / 2,
$$

which implies that $k+4 \geq 2 \sqrt{n}$, as a uniformly-random binary string of length more than $n-2 \sqrt{n}$ would have more than $\frac{n}{2}-\sqrt{n}$ "ones" with probability at least $1 / 2$.
(ii) A randomized query protocol of cost $k$ and error $1 / 3$ for $g_{0}$ would trivially imply existence of a randomized communication protocol of cost at most $2 k$ and error $1 / 3$ for the bipartite problem Gap-Hamming-Distance:

$$
G H D(X, Y) \stackrel{\text { def }}{=} \begin{cases}0 & \text { if }|X \oplus Y| \leq \frac{n}{2}-\sqrt{n} ; \\ 1 & \text { if }|X \oplus Y| \geq \frac{n}{2}+\sqrt{n} ; \\ * & \text { otherwise }\end{cases}
$$

and it has been demonstrated by Chakrabarti and Regev [8] that the complexity of this problem for any constant error is $\Omega(n)$.
(iii) Consider the following protocol for computing $f_{0}\left(g_{0}\left(x_{1}\right), \ldots, g_{0}\left(x_{n}\right)\right)$, where $x_{i} \in\{0,1\}^{n}$ : For every $i \in[n]$, let $a_{i}=x_{i}\left(j_{i}\right)$, where $j_{i} \in[n]$ - that is, $a_{i}$ is a uniformly-random bit of $x_{i}$. Then $\left|\left\{i \mid a_{i}=g_{0}\left(x_{i}\right)\right\}\right|$ - the expected number of "correctly guessed" values of $a_{i}-$ is at least $\frac{n}{2}+\sqrt{n}$; intuitively, this means that the probability that $a_{1}, \ldots, a_{n}$ is a right answer to $f_{0}\left(g_{0}\left(x_{1}\right), \ldots, g_{0}\left(x_{n}\right)\right)$ is "non-trivially high" - to "boost" this probability, we will use several "probes" from every $x_{i}$.
For $m$ a power of 3 , let

$$
\tau_{m}:\{0,1\}^{m} \rightarrow\{0,1\}
$$

be the Boolean function represented by a complete ternary tree of depth $\log _{3} m$ with leaves labelled by the $m$ input variables naturally ordered and vertices computing the majority:

$$
\operatorname{Maj}_{3}\left(z_{1}, z_{2}, z_{3}\right) \stackrel{\text { def }}{=}\left(z_{1} \wedge z_{2}\right) \vee\left(z_{1} \wedge z_{3}\right) \vee\left(z_{2} \wedge z_{3}\right) .
$$

Protocol: For an integer $d_{\epsilon}$ (to be fixed later), independently choose $j_{i, k} \in[n]$ for $i \in[n]$ and $k \in\left[3^{d_{c}}\right]$. Let $a_{i} \stackrel{\text { def }}{=} \tau_{3^{d_{c}}}\left(x_{i}\left(j_{i, 1}\right), \ldots, x_{i}\left(j_{i, 3} 3_{c}\right)\right)$ and output " $a_{1}, \ldots, a_{n}$ ". ${ }^{8}$
The behaviour of a single $\operatorname{Maj}_{3}\left(x_{i}\left(j_{i, 1}\right), x_{i}\left(j_{i, 2}\right), x_{i}\left(j_{i, 3}\right)\right)$ is as follows. For $\delta \in(0,1 / 2]$ :

$$
\begin{aligned}
& \operatorname{Pr}\left[\left.\operatorname{Maj}_{3}\left(x_{i}\left(j_{i, 1}\right), x_{i}\left(j_{i, 2}\right), x_{i}\left(j_{i, 3}\right)\right)=g_{0}\left(x_{i}\right)| |\left|x_{i}\right|-\frac{n}{2} \right\rvert\,=\delta \cdot n\right] \\
& \quad=\left(\frac{1}{2}+\delta\right)^{3}+3 \cdot\left(\frac{1}{2}+\delta\right)^{2} \cdot\left(\frac{1}{2}-\delta\right)=\frac{1}{2}+\frac{3 \delta}{2}-2 \delta^{3} \\
& \quad>\min \left\{\frac{1}{2}+\frac{5 \delta}{4}, \frac{3}{4}\right\} .
\end{aligned}
$$

The same analysis applies to every node in the tree representation of the function $\tau$, so:

$$
\operatorname{Pr}\left[\left.a_{i}=g_{0}\left(x_{i}\right)| |\left|x_{i}\right|-\frac{n}{2} \right\rvert\, \geq \sqrt{n}\right]>\min \left\{\frac{1}{2}+\frac{(5 / 4)^{d_{e}}}{\sqrt{n}}, \frac{3}{4}\right\} .
$$

[^5]As long as $d_{\epsilon} \in o(\log n)$, it holds that $(5 / 4)^{d_{\epsilon}} \leq \frac{\sqrt{n}}{4}$ for sufficiently large $n$, and so:

$$
\operatorname{Pr}\left[a_{i}=g_{0}\left(x_{i}\right) \mid g_{0}\left(x_{i}\right) \neq *\right]>\frac{1}{2}+\frac{(5 / 4)^{d_{e}}}{\sqrt{n}} .
$$

Note that $a_{1}, \ldots, a_{n}$ is a wrong answer to $f_{0}\left(g_{0}\left(x_{1}\right), \ldots, g_{0}\left(x_{n}\right)\right)$ only if $\left|\left\{i \mid a_{i}=g_{0}\left(x_{i}\right)\right\}\right|<$ $\frac{n}{2}+\sqrt{n}$, so by a Bernstein-type tail bound, as given in [2], it follows that

$$
\operatorname{Pr}[\text { The protocol errs }]<\exp \left(-1 / 2 \cdot\left((5 / 4)^{d_{\epsilon}}-1\right)^{2}\right)
$$

Accordingly, $d_{\epsilon} \in O(1)$ suffices for any $\epsilon \in \Omega(1)$ and the result follows.

## A Minimax principle: proof of Fact 2.4

Fix an integer $\ell$. Let $\mathcal{D}_{\ell}$ be the finite set of all deterministic query algorithms on $k$ bits with worst-case complexity at most $\ell$. Let $\mathcal{H}_{k}:=\{0,1\}^{k}$. For algorithm $\mathrm{A} \in \mathcal{D}_{\ell}$ and input $x \in \mathcal{H}_{k}$, let $\mathbb{E}(\mathrm{A}, x)=1$ if $(x, \mathrm{~A}(x)) \notin h$, and 0 otherwise. By von Neumann's minimax principle,

$$
\begin{equation*}
\min _{\sigma} \max _{\mu} \sum_{\mathrm{A} \in \mathcal{D}_{\ell}, x \in \mathcal{H}_{k}} \sigma(\mathrm{~A}) \mathbb{E}(\mathrm{A}, x) \mu(x)=\max _{\mu} \min _{\sigma} \sum_{\mathrm{A} \in \mathcal{D}_{\ell}, x \in \mathcal{H}_{k}} \sigma(\mathrm{~A}) \mathbb{E}(\mathrm{A}, x) \mu(x), \tag{A.1}
\end{equation*}
$$

where $\sigma$ and $\mu$ range over probability distributions over $\mathcal{D}_{\ell}$ and $\mathcal{H}_{k}$, respectively. Note that in equation (A.1), we can assume that the maximum in the left hand side is over point distributions on $\mathcal{H}_{k}$, i. e., distributions that assign weight 1 to some input $x \in \mathcal{H}_{k}$. Similarly we can assume that the minimum in the right hand side is over point distributions on $\mathcal{D}_{\ell}$. Thus we have that,

$$
\begin{equation*}
\min _{\sigma} \max _{x \in \mathcal{H}_{k}} \sum_{\mathrm{A} \in \mathcal{D}_{\ell}} \sigma(\mathrm{A}) \mathbb{E}(\mathrm{A}, x)=\max _{\mu} \min _{\mathrm{A} \in \mathcal{D}_{\ell}} \sum_{x \in \mathcal{H}_{k}} \mathbb{E}(\mathrm{~A}, x) \mu(x) . \tag{A.2}
\end{equation*}
$$

From equation (A.2) it follows that

$$
\mathbb{R}_{\epsilon}(h)=\min \left\{\ell \mid \min _{\sigma} \max _{x \in \mathcal{H}_{k}} \sum_{\mathrm{A} \in \mathcal{D}_{\ell}} \sigma(\mathrm{A}) \mathbb{E}(\mathrm{A}, x) \leq \epsilon\right\}
$$

(where $\sigma$ ranges over all probability distributions on $\mathcal{D}_{\ell}$ )

$$
=\min \left\{\ell \mid \max _{\mu} \min _{\mathrm{A} \in \mathcal{D}_{\ell}} \sum_{x \in \mathcal{H}_{k}} \mathbb{E}(\mathrm{~A}, x) \mu(x) \leq \epsilon\right\}
$$

(where $\mu$ ranges over all probability distributions on $\mathcal{H}_{k}$ )
$=\max _{\mu} \min \left\{\ell \mid \min _{A \in \mathcal{D}_{\ell}} \sum_{x \in \mathcal{H}_{k}} \mathbb{E}(\mathrm{~A}, x) \mu(x) \leq \epsilon\right\}$

$$
=\mathbb{D}_{\epsilon}^{\mu}(h) .
$$

## B Alternative characterization of sabotage complexity

We first go over the standard definition of sabotage complexity from [7]. Let $g \subseteq\{0,1\}^{m} \times\{0,1\}$ be a partial function. From $g$, define a partial function $g_{\text {sab }}: P \rightarrow\{*, \dagger\}$, where now $P \subseteq\{0,1, *, \dagger\}^{n}$ is defined in the following way. Let $P^{*} \subseteq\{0,1, *\}$ be the largest set such that for all $z \in P^{*}$ there exist $x, y$ with $g(x) \neq g(y)$ and both $x$ and $y$ are consistent with the non-star coordinates of $z$. Define $P^{\dagger} \subseteq\{0,1, \dagger\}$ analogously with $\dagger$ instead of $*$. Then $P=P^{*} \cup P^{\dagger}$. Finally, define $g_{\text {sab }}(z)=*$ if $z \in P^{*}$ and $g_{\text {sab }}(z)=\dagger$ if $z \in P^{\dagger}$. The sabotage complexity of $g$ is defined as $\mathbb{R} \mathbb{S}(g)=R_{0}\left(g_{\text {sab }}\right)$.

For a tree $T$ computing $g$, and strings $x, y$ such that $g(x) \neq g(y)$, let $\operatorname{sep}_{T}(x, y)$ denote the depth of the node $v$ in $T$ such that $x$ and $y$ both reach $v$ yet $x_{q(v)} \neq y_{q(v)}$ where $q(v)$ is the index queried at node $v$. We have the following alternative characterization of sabotage complexity.

Theorem B.1. Let $g \subseteq\{0,1\}^{m} \times\{0,1\}$ be a partial function. Then

$$
\begin{aligned}
\mathbb{R} \mathbb{S}(g) & =\min _{\mathcal{T}} \max _{\substack{x, y \\
g(x) \neq g(y)}} \mathbb{E}_{T \sim \mathcal{T}}\left[\operatorname{sep}_{T}(x, y)\right] \\
& =\max _{p} \min _{T} \mathbb{E}_{(x, y) \sim p}\left[\operatorname{sep}_{T}(x, y)\right] .
\end{aligned}
$$

In the first equation the minimum is taken over zero-error randomized algorithms $\mathcal{T}$ for $g$. In the second equation, the maximum is taken over distributions over pairs $(x, y)$ where $g(x)=0, g(y)=1$, and the minimum is taken over deterministic trees $T$ computing $g$.

Proof. That the right hand side of the first line is equal to the second line follows by von Neumann's minimax theorem [18].

Now we focus on establishing the first line. We first show that $\mathbb{R} \mathbb{S}(g)$ is at most the right hand side of the first line. Let $\mathcal{T}^{*}$ achieve the minimum of the expression on the right hand side. Let $z \in P$ be any sabotaged input. Then there are $x^{*}, y^{*}$ with $g\left(x^{*}\right) \neq g\left(y^{*}\right)$ such that $x^{*}$ and $y^{*}$ only differ where $z$ has special symbols. Thus any query that separates $x^{*}$ and $y^{*}$ will also find a special symbol. The expected number of queries to separate $x^{*}$ and $y^{*}$ is at most $\max _{x, y} \mathbb{E}_{T \sim \mathcal{T}^{*}}\left[\operatorname{sep}_{T}(x, y)\right]$, thus the left hand side is at most the right hand side.

For the other direction, let $\mathcal{T}^{*}$ be an optimal zero-error randomized algorithm computing $g_{\text {sab }}$. For any $x, y$ with $g(x) \neq g(y)$ we can create $z^{*} \in P^{*}$ such that $z^{*}$ has $*$ in those positions where $x, y$ disagree, and $z^{*}$ agrees with $x, y$ in those positions where they agree with each other.. Let $z^{\dagger}$ equal $z^{*}$ with $*$ replaced by $\dagger$. Now $\mathcal{T}^{*}$ is able to distinguish between $z^{*}$ and $z^{\dagger}$ using an expected number of queries that is at most $\mathbb{R} \mathbb{S}(g)$. Any query that distinguishes $z^{*}$ and $z^{\dagger}$ is also a query that separates $x$ and $y$, as $z_{*}$ and $z_{+}$only differ where $x$ and $y$ do. This means

$$
\mathbb{E}_{T \sim \mathcal{T}}\left[\operatorname{sep}_{T}(x, y)\right] \leq \mathbb{R} \mathbb{S}(g)
$$

showing that the right hand side is at most the left hand side.

## C Information Theory

Let $X$ be a random variable supported on a finite set $\left\{x_{1}, \ldots, x_{s}\right\}$. Let $\mathcal{E}$ be any event in the same probability space. Let $\mathbb{P}[\cdot]$ denote the probability of any event. The conditional entropy $\mathrm{H}(X \mid \mathcal{E})$ of $X$ conditioned on $\mathcal{E}$ is defined as follows.

Definition C. 1 (Conditional entropy).

$$
\mathrm{H}(X \mid \mathcal{E}):=\sum_{i=1}^{s} \mathbb{P}\left[X=x_{i} \mid \mathcal{E}\right] \log _{2} \frac{1}{\mathbb{P}\left[X=x_{i} \mid \mathcal{E}\right]}
$$

An important special case is when $\mathcal{E}$ is the entire sample space. In that case the above conditional entropy is referred to as the entropy $\mathrm{H}(X)$ of $X$.

Definition C. 2 (Entropy).

$$
\mathrm{H}(\mathrm{X}):=\sum_{i=1}^{S} \mathbb{P}\left[\mathrm{X}=x_{i}\right] \log _{2} \frac{1}{\mathbb{P}\left[\mathrm{X}=x_{i}\right]} .
$$

Let $Y$ be another random variable in the same probability space as $X$, taking values from a finite set $\left\{y_{1}, \ldots, y_{t}\right\}$. Then the conditional entropy of $X$ conditioned on $Y, H(X \mid Y)$, is defined as follows.

## Definition C.3.

$$
\mathrm{H}(X \mid Y)=\sum_{i=1}^{t} \mathbb{P}\left[Y=y_{i}\right] \cdot \mathrm{H}\left(X \mid Y=y_{i}\right)
$$

Definition C. 4 (Mutual information). Let $X, Y$ and $Z$ be two random variables in the same probability space, taking values from finite sets. The mutual information between $X$ and $Y$ conditioned on $Z, \mathrm{I}(X ; Y \mid Z)$, is defined as follows.

$$
\mathrm{I}(X ; Y \mid Z):=\mathrm{H}(X \mid Z)-\mathrm{H}(X \mid Y, Z) .
$$

It can be shown that $\mathrm{I}(X ; Y \mid Z)$ is symmetric in $X$ and $Y: \mathrm{I}(X ; Y \mid Z)=\mathrm{I}(Y ; X \mid Z)=\mathrm{H}(Y \mid$ $Z)-\mathrm{H}(Y \mid X, Z)$.

Theorem C. 5 (Chain rule of mutual information). Let $X_{1}, \ldots, X_{k}, Y, Z$ be random variables in the same probability space, taking values from finite sets. Then,

$$
\mathrm{I}\left(X_{1}, \ldots, X_{k}: Y \mid Z\right)=\sum_{i=1}^{k} \mathrm{I}\left(X_{i}: Y \mid Z, X_{1}, \ldots, X_{i-1}\right) .
$$

Definition C. 6 (Kullback-Leibler Divergence). Given two probability distributions P and $\mathbb{Q}$ on a finite set $\mathcal{U}$, the Kullback-Leibler divergence from $\mathbb{Q}$ to P , denoted by $\mathbb{D}(\mathrm{P} \| \mathbb{Q})$, is defined as:

$$
\mathbb{D}(\mathrm{P} \| \mathrm{Q}):=-\sum_{u \in \mathcal{U}} \mathrm{P}(u) \log \frac{\mathrm{P}(u)}{\mathrm{Q}(u)} .
$$

Given two random variables, X and Y , taking values in a finite set $\mathcal{U}$, let $\mathrm{X} \otimes \mathrm{Y}$ be the distribution over ordered pairs of elements of $\mathcal{U}$ (i. e., over elements of $\mathcal{U} \times \mathcal{U}$ ), where the first and the second element are sampled independently according to the distributions of X and Y , respectively. Let $(X, Y)$ denote the joint distribution of $X$ and $Y$. The following fact can be easily verified.

Fact C.7. $I(X: Y)=D((X, Y) \|(X \otimes Y))$.
Definition C.8. Given two probability distributions P and Q on a finite set $\mathcal{U}$, the $\mathrm{L}_{1}$-distance between $P$ and $Q$, denoted by $\|P-Q\|_{1}$, is defined as:

$$
\|\mathrm{P}-\mathrm{Q}\|_{1}:=\sum_{u \in \mathcal{U}}|\mathrm{P}(u)-\mathrm{Q}(u)| .
$$

Pinsker's inequality, stated below, bounds $\mathbb{D}(P \| Q)$ in terms of $|\mathrm{P}(u)-\mathrm{Q}(u)|$ from below.
Theorem C. 9 (Pinsker's inequality). Given two probability distributions $P$ and $Q$ on a finite set $\mathcal{U}$,

$$
\mathbb{D}(P \| Q) \geq \frac{1}{2}\|P-Q\|_{1}^{2}
$$
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[^1]:    ${ }^{1} \mathbb{R}_{\epsilon}(h)$ stands for the $\epsilon$-error randomized query complexity, and $\mathbb{Q}_{\epsilon}(h)$ denotes the $\epsilon$-error quantum query complexity.
    ${ }^{2}$ To compute $f \circ g^{n}$, one can simulate an optimal query algorithm for $f$, serving every query of this algorithm by running an optimal query algorithm for $g$.

[^2]:    ${ }^{3}$ The multiplicative factor of $\log \mathbb{R}(f)$ in the case of $\mathbb{R}(h)$ is due to the need to reduce the error in computing each instance of $g$ to $O\left(\frac{1}{\mathbb{R}(f)}\right)$; in the quantum case this can be handled in a more elegant, "lossless" way.
    ${ }^{4}$ The following construction also witnesses the possibility of $\mathbb{R}\left(f \circ g^{n}\right) \in O(\mathbb{R}(g))$ when $\mathbb{R}(f) \in \Omega(\sqrt{n})$ - in other words, it is true in general that composition with a "hard" Boolean relation makes a Boolean function harder for randomized query algorithms.

[^3]:    ${ }^{5} \mathbb{R}_{1 / 3}(g) \in \Omega(\bar{\chi}(g))$ also follows fairly easily from the defintions of $\mathbb{R}_{1 / 3}(g)$ and $\left.\bar{\chi}(g)\right)$.

[^4]:    ${ }^{6}$ Recall that we mentioned $\Delta(v)$ in Section 1.3.
    ${ }^{7}$ See Appendix $C$ for definition of Kullback-Leibler divergence and $L_{1}$-distance.

[^5]:    ${ }^{8}$ Here we are using $\tau_{3^{d_{\epsilon}}}(\cdot)$ for approximating the value of $g_{0}\left(x_{i}\right)$, instead of the majority function, which would look more natural here (moreover, it is easy to see that the function $\tau$ is somewhat less efficient for the task). The symmetry appearing in the tree representation of the function $\tau$ simplifies its analysis considerably, while the resulting complexity is sufficient for our needs.

