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In this paper we develop a third approach to the design of such algorithms. We show,
constructively, that graphs of bounded threshold rank satisfy a weak Szemerédi regularity
lemma analogous to the one proved by Frieze and Kannan (1999) for dense graphs. The
existence of efficient approximation algorithms is then a consequence of the regularity
lemma, as shown by Frieze and Kannan.

Applying our method to the Max Cut problem, we devise an algorithm that is slightly
faster than all previous algorithms, and is easier to describe and analyze.

1 Introduction

Kolla and Tulsiani [13, 12] and Arora, Barak and Steurer [2] proved that the Unique Games problem
can be approximated efficiently if the adjacency matrix of a graph associated with the problem has few
large eigenvalues; they show that, for every optimal solution, its indicator vector is close to the subspace
spanned by the eigenvectors of the large eigenvalues, and one can find a solution close to an optimal one
by enumerating an €-net for such a subspace. This algorithm, also known as the subspace enumeration
algorithm, runs in time exponential in the dimension of the subspace, which is the number of large
eigenvalues; the number of large eigenvalues is called the threshold rank of the graph. Arora, Barak
and Steurer show that the subspace enumeration algorithm can approximate other graph problems, in
regular graphs, in time exponential in the threshold rank, including the Uniform Sparsest Cut problem,
the Small-Set Expansion problem and the Max Cut problem. We remark that the subspace enumeration
algorithm does not improve the 0.878 approximation guarantee of Goemans and Williamson [8], but it
finds a solution of approximation factor 1 — O(¢€) if the optimum cuts at least 1 — € fraction of edges.

Barak, Raghavendra and Steurer [3] and Guruswami and Sinop [9, 10, 11] developed an alternative
approach to the design of approximation algorithms running in time exponential in the threshold rank.
Their algorithms are based on solving semidefinite programming relaxations obtained by using the sum-of-
squares hierarchy [16, 14] and then applying sophisticated rounding schemes. This approach has several
advantages. It is applicable to a more general class of graph problems and constraint satisfaction problems,
that the approximation guarantee has a tighter dependency on the threshold used in the definition of
threshold rank and that, in some cases, the algorithms have a running time of f(k, ) -n®!) where k is
the threshold rank and 1 + € is the approximation guarantee, instead of the running time of n°*®) which
follows from an application of the subspace enumeration algorithm for constant €.

In this paper we introduce a third approach to designing algorithms for graphs of bounded threshold
rank, which is based on proving a weak Szemerédi regularity lemma for such graphs.

The regularity lemma of Szemerédi [17] states that every dense graph can be well approximated by
the union of a constant number of bipartite complete subgraphs; the constant, however, has a tower-of-
exponentials dependency on the quality of approximation. Frieze and Kannan [6, 7] prove what they
call a weak regularity lemma, showing that every dense graph can be approximated up to an error n’
in the cut norm by a linear combination of O(1/&?) cut matrices (a cut matrix is a bipartite complete
subgraph) with bounded coefficients. Frieze and Kannan also show that such an approximation can
be constructed “implicitly” in time polynomial in 1 /€ and that, for a weighted graph which is a linear

combination of ¢ cut matrices, several graph problems can be approximated in time exp(O(o)) + poly(n)
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time.! Combining the two facts one has a exp(poly(1/¢)) + poly(n) time approximation algorithm for
many graph problems on dense graphs.

We prove that a weak regularity lemma holds for all graphs of bounded threshold rank. Our result
is a proper generalization of the weak regularity lemma of Frieze and Kannan, because dense graphs
are known to have bounded threshold rank,? but there are many graphs with bounded threshold rank
that are not dense. For a (weighted) G = (V, E) with adjacency matrix A, and diagonal matrix of vertex
degrees D, D~/ 2AD~"/2 is called the normalized adjacency matrix of G. If the sum of squares of the
eigenvalues of the normalized adjacency matrix outside the range [—&/2,¢€/2] is equal to k (in particular,
if there are at most k such eigenvalues), then we show that there is a linear combination of O(k/€?) cut
matrices that approximate A up to 2¢|E| in cut norm; furthermore, such a decomposition can be found in
poly(n,k,1/¢€) time. (See Theorem 2.3 below.) Our regularity lemma, combined with an improvement of
the Frieze-Kannan approximation algorithm for graphs that are linear combination of cut matrices, gives
us algorithms of running time 20(2/e%) | poly(n) for several graph problems on graphs of threshold rank
k, providing an additive approximation of 2¢|E|. In problems such as Max Cut in which the optimum is
Q(|E|), this additive approximation is equivalent to a multiplicative approximation.

We remark that there are several generalizations of the weak regularity lemma to the matrices that are
not necessarily dense, e. g., [5, 4], but to the best of our knowledge, none of these generalizations include
matrices of low threshold rank. Let us provide a detailed example. Coja-Oghlan, Cooper and Frieze [4]
consider sparse matrices that have a suitable boundedness property. For S, C V, let the density of a
sub-matrix Ag r be defined as follows:

A
density(As,7) := Zu‘e;ﬁTT‘ =

Coja-Oghlan et al. [4] generalized weak regularity lemma to matrices where the density of each sub-matrix
As,r is within a constant factor, C, of the density of A, for any S, T such that |S|,|T| > Q(n/ 2Cz). It turns
out that if A represents the adjacency matrix of a graph that is a union of a constant number of constant
degree expanders, then A has bounded threshold rank, but it doesn’t satisfy the boundedness property.

Reference Running time Parameter k

BaRaSt[3] | 200/ -poly(n) # of eigenvalues not in range [—c-€%,c-€%], ¢ >0
GuSi [9] nOk/e?) # of eigenvalues < —¢g/2

GusSi [10] ok/e* 01 /¢€) # of eigenvalues < —¢g/2

this paper | 204"7/€%) 4 poly(n) | sum of squares of eigenvalues not in range [—€/8, € /8]

Table 1: A comparison between previous algorithms applied to Max Cut and our algorithm.

Table 1 gives a comparison between previous algorithms applied to Max Cut and our algorithm.
Unlike the previous algorithms, our algorithm rounds the solution to a fixed size LP, as opposed to a SDP
hierarchy. The advantages over previous algorithms, besides the simplicity of the algorithm, is a faster

I'Throughout the paper we use O(.) to denote that logarithmic terms are ignored.
2The normalization one needs for dense graphs is different from what we use in this paper. If G is a graph with average
degree c - n, and A is the adjacency matrix of G, then A/(c-n) has a low threshold rank.
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running time and the dependency on a potentially smaller threshold-rank parameter, because the running

time of our algorithm depends on the sum of squares of eigenvalues outside of a certain range, rather than

the number of such eigenvalues. Recall that the eigenvalues of D~ '2AD™'/2 are in the range [—1,1].
We now give a precise statement of our results, after introducing some notation.

2 Statement of results

2.1 Notation

Let G = (V,E) be a (weighted) undirected graph with n := |V| vertices. Let A be the adjacency matrix of
G. For any vertex u € V, let

d(u) = ZAW
v
be the degree of u. For a set § C V, let the volume of S be the summation of vertex degrees in S,

d(S)=Y,csd(v), and let
m:=d(\V)= Z dv).

vev
Let D be the diagonal matrix of degrees. For any matrix M € RV*Y, we use
My =D 2MD™1/2.

Observe that if G is a d-regular graph, then My = M /d. We call Ay the normalized adjacency matrix of
G. It is straightforward to see that all eigenvalues of A are contained in the interval [—1,1].

For two functions f,g € V — R, let (f,g) :=Y,cv f(v)g(v). Also, let f ® g be the tensor product of
f,g; i.e., the matrix in RY*Y such that (u,v) entry is f(u)-g(v). For a function f € RV, and S C V let

f(8) :=Lres fF(v).

For a set S C V, let 15 be the indicator function of S, and let
dlv) ves,
ds(v) = {40 |
0 otherwise.
For any two sets S,7 C V, and o € R, we use the notation
CUT(S,T,a) := - (ds®dr)

to denote the matrix corresponding to the cut (S,7'), where (u,v) entry of the matrix is o - d(u) - d(v) if
u € S,v €T and zero otherwise. We remark that CUT(S, T, &) is not necessarily a symmetric matrix.
Definition 2.1 (Matrix norms). For a matrix M € RV*V,and S,7 C V, let
M(S,T):= Y, M,,.
ueSyeT

The Frobenius norm and the cut norm are defined as follows:

Ml = [y m2,.

u,v
M = M(S,T)|.
Ml = max [M(S.7)
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Definition 2.2 (Sum-of-squares threshold rank). For any unweighted graph G, with normalized adjacency

matrix Ap, let A,..., A, be the eigenvalues of Ap with the corresponding eigenfunctions f7,..., f,. For
0 > 0, the §-sum-of-squares threshold rank of A is defined as
tg(AD) = Z ﬂ,iz.
| ] >6

Also, the d-threshold approximation of Aq, is defined as
Ts(Ap):= Y, Aifi®f;.

i A >

In words, T5(Ap) is an approximation of Ap obtained by removing the projection on eigenvectors
corresponding to the small eigenvalues. It is well known that T5(Aqp ) is the best approximation of its rank
to Ap in £, and Frobenius norm. In Lemma 3.1, below, we show that D'/2T5(Ap)D'/? is always a good
approximation of A in cut norm.

2.2 Matrix decomposition theorem
The following matrix decomposition theorem is the main technical result of this paper.
Theorem 2.3. For any graph G, and € > 0, let k :=t¢)>(Ap). There is an algorithm that writes A as a

linear combination of cut matrices, W(l),W(2), ... ,W("), such that o < 16k/82, and

HA*W(U*”'*W(G)H <em,
C

where each W) is a cut matrix CUT(S, T, &), for some S,T C V, such that |o| < v'k/m and m is the
sum of the degrees of all vertices of G. The running time of the algorithm is polynomial in n,k,1/&.

2.3 Algorithmic applications

Our main algorithmic application of Theorem 2.3 is the following theorem that approximates any cut on
low threshold-rank graphs with a running time 20("*/¢") 4 poly(n).

Theorem 2.4. Let G = (V,E), and for a given € > 0, let k := t; 3(Ap). There is a randomized algorithm
such that for either of maximum cut or minimum cut problems over sets of volume

F—em/2<|S|<T+em/2,
in time 20°/€*) 1 poly(n, k, 1/€), with constant probability finds a set S such that |d(S)—T'| < emand

A(S,S) > max A(S*,5%) —em
I'—em/2<|S*|<T'+em/2

if it is a maximization problem, and

A(S,S) < min A(S*,5%) +em
I'—em/2<|S*|<T'+em/2

otherwise.
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In the minimum bisection problem we want to find the smallest cut with equal volume in both sides

of the cut,
min A(S,S).
S:d(S)=m/2

Similarly, in the maximum bisection problem we want to find the maximum cut with equal volume in
both sides. Although in the literature a bisection is typically defined as the cut with equal number of
vertices in the both sides, here we study cuts with (approximately) equal volume in both sides. This is
because of a limitation of spectral algorithms (cf. Cheeger’s inequality for finding the minimum bisection).
Nonetheless, the applications are very similar (e. g., we can use above corollary in divide and conquer
algorithms to partition a given graph into small pieces with few edges in between).

We use the above theorem to provide a PTAS for maximum cut, maximum bisection, and minimum
bisection problems.

Corollary 2.5. Let G = (V,E), and for a given € > 0, let k := tg j3(Ap). There is a randomized algorithm

that in time 20" /€") 1 poly(n,k,1/¢) finds an em additive approximation of the maximum cut.

Proof. We can simply guess the size of the optimum within an €m/2 additive error and then use
Theorem 2.4. O

Corollary 2.6. Let G = (V,E), and for a given € >0, letk := 1, /S(A@). For any of the maximum bisection

and minimum bisection problems, there is a randomized algorithm that in time 20(k3/%) 4 poly(n,k,1/¢)
finds a cut (S,S) such that |d(S) —m/2| < em and that A(S,S) provides an em additive approximation of
the optimum.

Proof. For the maximum/minimum bisection the optimum must have size m/2. So we can simply use
Theorem 2.4 with ' = m/2. O
3 Regularity lemma for low threshold-rank graphs

In this section we prove Theorem 2.3. The first step is to approximate A by a low-rank matrix B. In the
next lemma we construct B such that the value of any cut in A is approximated within a small additive
error in B.

Lemma 3.1. Let A be the adjacency matrix of G. For 0 < 8 < 1, let

B:=D'?T5(Ap)D"/2.

Then,

Proof. Let Ay,...,A, be the eigenvalues of Ap, with the corresponding orthonormal eigenfunctions
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fi,.-., fn. Forany S, 7 CV, we have

(15,(A—B)17) (D15, (A—B)pD'*17)

(V/ds, (Ap — T5(An))/dr)

< 6‘.'£6<\/%,ﬁ><\/d7,fi>

< Y (Vds.£)2 | Y (Vdr, fi)?
it| A <8 RS

< o |va|var| <o vl o,

where the second inequality follows by the Cauchy—Schwarz inequality. The lemma follows by noting
the fact that ||A — B|| is the maximum of the above expression for any S,7 C V. O

By the above lemma if we approximate B by a linear combination of cut matrices, then it is also a
good approximation of A. Moreover, since t5(Ap) = t5(Bp), B has a small sum-of-squares threshold
rank iff A has a small sum-of-squares threshold rank.

Lemma 3.2. For any graph G with adjacency matrix A, 8 > 0, and B = D'/*Ts5(Ap)D'/?,

2
1Bo|[F = 15(Ap)-

Proof. The lemma follows from the fact that the square of the Frobenius norm of any matrix is equal to
the summation of square of eigenvalues. If 4;,..., 4, are the eigenvalues of Ap, then

HBDHF = trace B@ Z 12 ts A@
[Ai|>6

Note that in the first equality we are using the fact that By is a symmetric matrix. O

The next proposition is the main technical part of the proof of Theorem 2.3. We show that we can
write any (not necessarily symmetric) matrix B as a linear combination of O(HBH% /€%) cut matrices such
that the cut norm of B is preserved within an additive error of ém. The proof builds on the existential
theorem of Frieze and Kannan [7, Theorem 7].

Proposition 3.3. For any matrix B€ RV*V, k = ||Byp| 12;, and € > 0, there exist cut matrices

W(l),W(z),...,W(G),

such that ¢ < 1/€2, and for all S,T CV,

‘@—WW—W@—W—WwvﬁiﬂS&ﬁiﬁrﬂﬂ,

where each WY is a cut matrix CUT(S,T, @), for some S,T CV, and o € R.
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Proof. Let R©) = B. We use the potential function (R) := ||Rp ||12p We show that as long as there are

S,T CV such that
IR(S,T)| > €\/kd(S)d(T)

we can add new cut matrices iteratively while maintaining the invariant that each time the value of the
potential function decreases by at least £24(B). Since h(R(*)) = h(B), after at most 1/&> we obtain a
good approximation of B.

Assume that after i < 1/82 iterations, RO =p_—wl _...—w), Suppose for some S, 7 CV,
‘R(i)(S,T)’ >e-\/h(B)-d(S)-d(T) =& /k-d(S)-d(T). G.1)
Choose W(*1) = CUT(S, T, &), for
_ RUGS,T)
~d(S)-d(T)’

and let RU+1) = RO —w (1) Note that for any pair of vertices u,v € V ifu ¢ Sorv ¢ T, then RL(,’;JJU =
()
R,. So,

) _ od()d ()2 — RV
h(R(i+l))_h(R(i)) — Z (Ru,v a;l((u;ij((v))) Ru,v

ueSyveT
= —2aRY(S,T)+ a?d(S)d(T)
—R@(S, T)?

= I < —¢*-h(B).

The last equality follows by the definition of ¢, and the last inequality follows from Equation (3.1).
Therefore, after at most 6 < 1/ €2 iterations, (3.1) cannot hold for all S,7 C V. ]

Although the previous proposition only proves the existence of a decomposition into cut matrices, we
can construct such a decomposition efficiently using the following nice result of Alon and Naor [1] that
gives a constant factor approximation algorithm for the cut norm of any matrix.

Theorem 3.4 (Alon and Naor [1]). There is a polynomial time randomized algorithm such that for any
given A € RV with high probability, finds sets S,T C V, such that

IA(S,T)| > 0.56 ||A| .
Now we are ready to prove Theorem 2.3.
Proof of Theorem 2.3. Let 8 := €/2, and B := D'/>T5(Ap)D'/?. By Theorem 3.1, we have that
|A—B||o < 8m=em/2. (3.2)

So we just need to approximate B by a set of cut matrices within an additive error of €m/2. For a matrix
R, let A(R) := ||Rp||7. By Lemma 3.2 we have h(B) = k.
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Let ¢’ := &/v/4k. We use the proof strategy of Proposition 3.3. Let RO=B—wl) —..._w0 _1f
HR(") I o> € V'km, then by Theorem 3.4 in polynomial time we can find S, 7 C V such that

‘R(i) (s, T)‘ > ¢ vVk-m/2>€-\/h(B) -m/2. 3.3)

Choose W) = CUT(S, T, &), for & = RV (S, T)/m?, and let RUT1) = R — w(+1)  We get

. . . RO(S.T)> _ &2-h(B
h(RUTY) —h(RY) = —2aRY(S,T) + a?d(S)d(T) < — Sz’ et f( .

Since 1(R(")) = h(B), after 6 < 4 /&> = 16k/&2, we have HR HC < &'v/km. Using the triangle inequality
on the cut norm we obtain

IN

HA_W(I)_..._W(G)H HA—BHCJFHB—W(I)—'”—W(G)‘

C C

VAN

< em/2+&Vim=¢em.
where the second inequality uses (3.2).

This proves the correctness of the algorithm. It remains to upper bound «. For each cut matrix
W) = CUT(S, T, «) constructed throughout the algorithm we have

RO o A
o= = R )
1 R’
<— MESZVET—(M) a0 d(8)d(T)
1 R
<o\ L dwd0)

m

_ VRRD) _ \/W(B) _ Vk

where the first inequality follows by the Cauchy—Schwarz inequality, the second inequality uses d(S),d(T) <
m, and the last inequality follows by the fact that the potential function is decreasing throughout the
algorithm. This completes the proof of theorem. O

4 Fast approximation algorithm for low threshold-rank graphs

In this section we prove Theorem 2.4. First, by Theorem 2.3 in time poly(n,k, 1/€) we can find cut
matrices WD ..., W(9) for 6 = O(k/€?), such that for all 1 <i <t, w) = CUT(S;, T, o), o < \/lz/m,
and

IA=Wlic < em/4,
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where W := W) ... + W()_Tt follows from the above equation that for any set S C V,

IA(S,5) — W(S,5)| = (A(S,E) . i a-d(SNS;)-dSNT)| < %’" @.1)
i=1

Fix $* CV of volume I' — /2 < d(S*) < T'+ &/2 (think of (5*,5*) as the optimum cut), and let
st :=d(S;NS*), and ¢ := d(T; N S*). Observe that by Equation (4.1),

A(S*,5%) Z s’

em
1< i 4.2)

Let Oy 1= Max|<;<g |®]. Choose A = O(e>m/k') such that

3

€ -m €
. 4.3
48 7 480tnax - G} @3)

Agmin{

Note that this is achievable since k > 1, max < Vk/m and & = O(k/€?).
We define an approximation of 57, by rounding them down to the nearest multiple of A, i.e.,

Si=A-[si/Al,
fi = A7 /Al
We use §*,7* to denote the vectors of the approximate values. It follows that we can obtain a good

approximation of the size of the cut (S*,5*) just by guessing the vectors §* and 7*. Since |sf —§7| <A
and |t — 7| <A, we get

|sitF o — 5T 0| < 0 Omax (2-A-m+A?) < 30max -G -A-m < &-m/16, (4.4)

[

Mq

i=1

where we used (4.3).
Observe that by Equations (4.1), (4.2), and (4. 4) if we know the vectors §*,7*, then we can find
(S* S*) within an additive error of €m/2. Since §F,7F < m, there are only O(m/A) possibilities for each
§¢ and 7}. Therefore, we afford to enumerate all possible values of them in time (m/A)?°, and choose the
one that gives the largest cut. Unfortunately, for a given assignment of §*,7* the corresponding cut (S*,5*)
may not exist. Next we give an algorithm that for a given assignment of §*,7* finds a cut (S,S) such that

A(S.5) =Y 5T s em,

i

if one exists.
First we distinguish the large degree vertices of G and simply guess which side they are mapped to in
the optimum cut. For the rest of the vertices we use the solution of LP(1). Let

U:={v:d(v) > A}
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be the set of large degree vertices. Observe that |[U| < m/A. Let P be the coarsest partition of the set
V\ U such that for any 1 <i < o, both S;\ U and T; \ U can be written as a union of sets in P, and for
each P € P, d(P) < A. Observe that |P| < 22° +m/A. For a given assignment of §*,7*, first we guess the
set of vertices in U that are contained in §*, Us- := S*NU, and Ug := U \ Us-. For the rest of the vertices
we use the linear program LP(1) to find the unknown d(S* N P).

LP(1)

0 < yp < 1 VP e P

F—em/2 < Y ypd(P)+d(Us) < T+em/2 4.5)
P

5 < ) ypd(P)+d(Us NS;) < §+A Vi<i<o (4.6)
PCS;

i < Y (1—yp)d(P)+d(UsnT;) < B+A Vi<i<o 4.7
PCT;

Observe that yp = d(S* N P)/d(P) is a feasible solution to the linear program. In the next lemma which is
the main technical part of the analysis we show how to construct a set based on a given solution of the LP.

G

Lemma 4.1. There is a randomized algorithm such that for any S* C 'V, given §7 ,f;
random set S such that

and Us+ returns a

PWS.5) 2 A 5) - 0 Ala) Tl <em| > 5. @)
]P’{W(S,S)gA(S*,S*)vL:SZde(S)—F\gem} > Z. 4.9)

Proof. Let y be a feasible solution of LP(1). We use a simple independent rounding scheme to compute
a random set S. We always include Us- in S. For each P € P, we include P in S, independently, with
probability yp. We prove that S satisfies the lemma’s statements.

First of all, by linearity of expectation,

Ed(SNS:)] =d(Us:)+ Y ypd(P), and

PCS;
E[d(Eﬂ E)] =d(Ug) + Z (1—yp)d(P).
PCT;
Therefore, by (4.5),
|E[d(S)]—T| <em/2. (4.10)
Furthermore, by (4.6) and (4.7) forany 1 <i < 0o,
|E[SNS;]—5]|<A and |E[SNT]—7]<A. (4.11)

In the following claim we show that d(S) is highly concentrated around its expectation. This shows that
d(S)isclosetoT.
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£
Claim 4.2. P[\d(S) —F| > Em} < T

Proof. We use the theorem of Hoeffding to prove the claim:
Theorem 4.3 (Hoeffding Inequality). Let X1, ...,X, be independent random variables such that for each
1<i<n X;€[0,a;]. Let X :=Y} | X;. Then, for any € >0

P[|X —E[X]| > €] < 2exp <—282)
- Yiia;)

Now, by the independent rounding procedure, we obtain

2m2
P(ld(S) — Eld(S)]| > em/2) < 2exp (—2;%2) < 2exp (

i

where the second inequality follows by the fact that d(P) < A and ¥ pd(P) < m and the third inequality
follows by (4.3). The claim flows by (4.10). ]

1S
< 2exp(—24/¢) Th

In the next claim we upper bound the expected value of W (S,S) — A(S*,S*).

Em

Claim 4.4. [E[W(S,5)] —A(S",57)[ < =~

Proof. First, we calculate E[W (S,S)] in terms of E[d(SNS;)],E[d(SNT;)].

E[W(S,S)] =E [i d(SNS;)d(Sn T,-)al-]

—i%EK ) d<P>MP§S}>( )3 d(Q)HQQﬂ)] (4.12)

PEP:PCS; 0eP:0CT;

1
o2

+Y o (d(US* NS)E[d(SNT)] +d(Ug N T,-)E[d(SﬂSJ]) .

Since the event that P C § is independent of Q C S, iff P # O we get

[PCS [QCT] { p(1—yo) ifP#Q,

otherwise.

Let s; :==E[d(SNS;)] and 1; := E[d(SNT;)]. By (4.12) and the above equation,

E[W(S,S)] = it — Za,zypl—yp P)*. (4.13)

i=1 Pe?

el
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Using Equation (4.2) we write

(e}
EW(S,S)]-AS5)| < |E] - Y|+
i=
c em
= ‘Z(a,'s ti — oys;t}) Z Z a;yp(1 —yp)d(P)? +T
i=1 i=1Pc?P
z ok em
< Z‘als ti — oS} it “f'z‘az aisiti“f‘co‘maxmA‘Fi

4

I\
—_

i=1

" o t|+£m+8m+£m<8m
oisit: — oi:§ B T -
iSiti i 48 4 = 9

'[‘_4‘“

I
—_

<

where the equality follows by (4.13), the second inequality follows by the fact that d(P) < A for all P € P
and Y pd(P) < m, the third inequality follows by (4.4) and (4.3), and the last equation can be proved
similar to (4.4) using (4.11). This completes the proof of Claim 4.4. 0

Now, we are ready finish the proof of Lemma 4.1. Here, we prove (4.8). Equation (4.9) can be proved
similarly. By Claim 4.4,
em

E[W(S,S)] > A(S*,5%) — 5

Since the size of any cut in G is at most m/2, by (4.1), forany S C V, W(S,S) < em/4+m/2 < 3m/4.
Therefore, by Markov’s inequality,

3¢ €
W(S,S) > A(S",5) - 0 > 2.
4 3
By the union bound, Lemma 4.1 follows from the discussion above and Claim 4.2. O

Our rounding algorithm is described in Algorithm 1. First, we prove the correctness, then we calculate
the running time of the algorithm. Let S be the output set of the algorithm. First, observe that the output
always satisfies |d(S) — | < em. Now let A(S*,S5*) be the maximum cut among all sets of size I (the
minimization case can be proved similarly). In the iteration that the algorithm correctly guesses §7,7;, Us:,
there exists a feasible solution y of LP(1). by Lemma 4.1, forall 1 <i<4/e,

PIW(Sy(d), y(i))ZA(S*7§)—3£TmAId( y(0) T <em| >

&~ m

Since we take the best of 4 /& samples, with probability 1/e the output set S satisfies
W(S,S) > A(S*,5*) —3em/4.

But by (4.1), we must have A(S,S) > A(S*,S*) — em. This proves the correctness of the algorithm.
It remains to upper-bound the running time of the algorithm. First observe that if |U| = O(k/€?),
the running time of the algorithm is dominated by the time it takes to compute a feasible solution of
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Algorithm 1 Approximate Maximum Cut (S,S) such that d(S) =T+ em
for all possible values of 57,7, and Ug- CU do
if there is a feasible solution y of LP(1) then
fori=1—4/edo
Sy(i) — Ug-.
For each P € P include P in S, (i), independently, with probability yp.
end for
end if
end for
return among all sets S, (i) sampled in the loop that satisfy |d(S,(i)) —I'| < &m, the one that

W (Sy(i),Sy(i)) is the maximum.

LP(1). Since the size of LP is 20(k/ 82), in this case Algorithm 1 terminates in time gé("/ ¢’) Note that for
any sample set S,,(i), both d(S,(i)) and W (S,(i),S,(i)) can be computed in time 20*/ ¢%), once we know
|Sy (i) N P| for any P € P.

Otherwise if |U| > k/€2, the dependence of the running time of the algorithm on &, k is dominated
by the step where we guess the subset of Us- = U NS*. By (4.3),

m k'3

Therefore, Algorithm 1 runs in time 20¢*/€"), Since it takes poly(n, k, 1/€) to compute the decomposition
into W),...,W(®), the total running time is 20%*"/€") + poly(n,k,1/¢€). This completes the proof of
Theorem 2.4.
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