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Abstract. Given a function 5 : [#]: → ["]: , the Z-test is a three-query test for

checking if the function 5 is a direct product, i. e., if there are functions ,1 , . . . , ,: :

[#] → ["] such that 5 (G1 , . . . , G:) = (,1(G1), . . . , ,:(G:)) for every input G ∈ [#]: .
This test was introduced by Impagliazzo et. al. (SICOMP 2012), who showed that

if the test passes with probability & > exp(−
√
:) then 5 is Ω(&)-correlated to a direct

product function in some precise sense. It remained an open question whether the

soundness of this test can be pushed all the way down to exp(−:) (which would

be optimal). This is our main result: we show that whenever 5 passes the Z-test

with probability & > exp(−:) , there must be a global reason for this, namely, 5 is

Ω(&)-correlated to a direct product function, in the same sense of closeness.

Towards proving our result we analyze the related (two-query) V-test, and prove

a “restricted global structure” theorem for it. Such theorems were also proven

in previous work on direct product testing in the small soundness regime. The

most recent paper, by Dinur and Steurer (CCC 2014), analyzed the V-test in the

exponentially small soundness regime. We strengthen their conclusion by moving

A preliminary version of this paper appeared in the Proceedings of the 32nd Computational Complexity

Conference, 2017 [7].
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from an “in expectation” statement to a stronger “concentration of measure” type of

statement, which we prove using reverse hypercontractivity. This stronger statement

allows us to proceed to analyze the Z-test.

1 Introduction

A function 5 : [#]: → ["]: for #, ", : ∈ ℕ is a direct product function if 5 = (,1 , . . . , ,:) , for
,8 : [#] → ["], i. e., the output of 5 on each coordinate depends on the input to this coordinate

alone. Direct products appear in a variety of contexts in complexity theory, usually for hardness

amplification. In PCP constructions it underlies the Parallel Repetition Theorem [18] and

implicitly appears in other forms of gap amplification, see e. g., [4]. The specific task of testing

direct products as an abstraction of a certain element of PCP constructions was introduced by

[9].

The combinatorial question that underlies these constructions is the direct product testing

question: given a function 5 : [#]: → ["]: , is it a direct product function? The setting of

interest here is where we query 5 on as few inputs as possible, and decide if is it a direct product

function. Direct product testing is a type of property testing question, yet it is not in the standard

property testing parameter regime. In property testing, we are generally interested in showing

that functions that pass the test with high probability, for example 99%, are close to having the

property.

In our case, we are interested in understanding the structure of functions that pass the test

with small—but non-trivial—probability, e. g., 1%. The 1% regime is often more challenging

than the 99% regime. It plays an important role in PCPs where one needs to prove a large gap.

In such arguments, one needs to be able to deduce non-trivial structure even from a proof that

passes a verification test with small probability, e. g., 1%.

There are very few families of tests for which 1% theorems are known. These include

algebraic low-degree tests and direct product tests. For low-degree tests there has been a

considerable amount of work in various regimes and in particular towards understanding the

extent of the 1% theorems, see, e. g., [19, 1, 3] and [2]. It is intriguing to understand more broadly

for which tests such theorems can hold. Indeed, as far as we know, there are no other tests that

exhibit such strong “structure vs. randomness” behavior, and direct product tests are natural

candidates in which to study this question.

We remark that finding new settings where 1% theorems hold (including in particular

derandomized direct products) can potentially be useful for constructing locally testable codes

and stronger PCPs, see, e. g., the recent papers [14, 6]. Towards this goal, gaining a more

comprehensive understanding of direct product tests, as well as developing tools for proving

them, are natural objectives. Our results improve the minimal soundness of the 2-query PCP

from [13] from exp(
√
:) to exp(:).
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Test 1: Z-test with parameter C (3-query test)

1. Choose �, �, � to be a random partition of [:],
such that |�| = |�| = C.

2. Choose uniformly at random G, H, I ∈ [#]: such
that G� = H� and H� = I� .

3. Accept if 5 (G)� = 5 (H)� and 5 (I)� = 5 (H)� .

� � �

G

H

I

Denote by agr/C ( 5 ) the success probability of 5 on this test.

1.1 Our main result

The main question we study is: if 5 : [#]: → ["]: passes a certain natural test (Test 1) with

non-negligible probability, what does 5 look like?

Theorem 1.1 (Main Theorem – Global Structure). For every #, " > 1, there exists 2 > 0 such that
for every � > 0 and large enough :, if 5 : [#]: → ["]: is a function that passes Test 1 with probability
agr/

:/10

( 5 ) = & ≥ e
−2�2: , then there exist functions (,1 , . . . , ,:) , ,8 : [#] → ["] such that

Pr

G∈[#]:

[
5 (G) �:≈ (,1(G1) . . . , ,:(G:))

]
≥ &

10

,

where
�:≈ means that the strings are equal on all but at most �: coordinates.

The theorem is qualitatively tight with respect to several parameters: (i) soundness (i. e., the

parameter &), (ii) approximate equality vs. exact equality (i. e., the parameter �), (iii) number of

queries in the test. We discuss these next.

(i) Soundness The soundness of the theorem is the smallest success probability for which the

theorem holds. In our case it is 2
−2:

for some constant 2 > 0. This is tight up to the constant 2,

as can be seen from the example below.

Example 1.2 (Random function). Let 5 : [#]: → {0, 1}: be a random function, i. e., for each

G ∈ [#]: choose 5 (G) ∈ {0, 1}: uniformly and independently. Two random strings in {0, 1}C are
equal with probability 2

−C
, therefore agr

/
C ( 5 ) ≥ 2

−2C
, since the test performs two such checks.

On the other hand, since 5 is random, it is not close to any direct product function (see Section 6

for more information).

We remark that every function 5 : [#]: → {0, 1}: is at least 2
−:

close to a direct product

function 1, so this amount of correlation is meaningless. We conclude that in order to have direct

product theorem that is not trivial, the minimal soundness has to be larger than 2
−:

.

1Consider the direct product function constructed incrementally by taking the most common value out of {0, 1}
on each step.
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Test 2: V-test with parameter C (2-query test)

1. Choose � ⊂ [:] of size C, uniformly at random.

2. Choose uniformly at random G, H ∈ [#]: such

that G� = H� .

3. Accept if 5 (G)� = 5 (H)� .

�

G

H

Denote by agr∨C ( 5 ) the success probability of 5 on this test.

(ii) Approximate equality vs. exact equality In the theorem, we prove that for for an Ω(&)
fraction of the inputs G we have 5 (G) �:≈ (,1(G), . . . , ,:(G)) . A priori, one could hope for a stronger

conclusion in which 5 (G) = (,1(G), . . . , ,:(G)) for an Ω(&) fraction of the inputs G. However,

Example 1.3 shows that for C = :/10 , approximate equality is necessary.

Example 1.3 (Noisy direct product function). This example is from [5]. Let 5 be a direct product

function, except that on each input G we “corrupt" 5 (G) on �: random coordinates by changing

5 (G) on these coordinates into random values. For � > 1/10 , the probability that Test 1 on 5

misses all the corrupted coordinates is 2
−Ω(�:)

, in which case the test succeeds. Since we have

changed 5 (G) on �: coordinates into random values, no direct product function can approximate

5 on more than a (1 − �) fraction of the coordinates.

From this example, we conclude that it is not possible to approximate 5 that passes Test 1

(with parameter C = :/10) with probability e
−2�:

onmore than a (1−�) fraction of the coordinates.

In Section 6 we prove similar bounds for different intersection sizes, and also discuss different

test variants.

(iii) Number of queries in the test The absolute minimum number of queries for any direct

product test is two. Indeed, there is a very natural 2-query test, Test 2. Dinur and Goldenberg

showed that it is not possible to have a direct product theorem with soundness lower than

1/poly(:) using the 2-query test [5].

Example 1.4 (Localized direct product functions). In this example we assume that # = $(:2) .
For every 1 ∈ [#] we choose a random function ,1 : [#] → ["] independently. For every input

G ∈ [#]: , we choose a random 8G ∈ :, set 1 = G8 and set 5 (G) = (,1(G1), . . . , ,1(G:)) .
The function 5 satisfies agr∨C ( 5 ) ≥ C/:2

; indeed, for G, H and � chosen in the test, if 8G = 8H
and 8G ∈ �, then the test will pass. The probability that 8G = 8H is 1/: , and the probability that

8G ∈ � is C/: .
For # = $(:2) , the function 5 is far from direct product, since it is made up from # different

direct product functions, each piece consisting of roughly a 1/# fraction of the domain [#]: .

For every C, the function described in the example satisfies agr
∨
C ( 5 ) ≥ 1/:2

, yet there is

no direct product function that approximates 5 on Ω(1/:2) fraction of the domain. In [5] the
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Test 3: Z-test for functions over sets, with parameter C (3-queries)

1. Choose random +,,, -, . ⊂ [#], such that |, | =
|+ | = C, |- | = |. | = : − C and - ∩, = . ∩, =

. ∩+ = ∅.

2. Accept if 5 (- ∪,), = 5 (. ∪,), and

5 (. ∪,). = 5 (. ∪+). .

- ,

. +

Denote by agr/B4CC ( 5 ) the success probability of 5 on this test.

conclusion from Example 1.4 was that 1/poly(:) is the limit for small soundness for direct

product tests. However, [13] showed that by adding just one more query, this limitation goes

away. They introduced a 3-query test, similar to Test 1, and proved a direct product theorem for

all & > 2
−:�

for some constant � ≤ 1/2 .

Direct product test for functions over sets Someof the previous results ondirect products, such

as [13], were proven in a slightly different setting where the function tested is 5 :

([#]
:

)
→ ["]: .

The input to 5 is an unordered set ( ⊂ [#] of : elements, and we view 5 (() a matching that

matches each element 0 ∈ ( to an element 5 (()0 ∈ ["]. The first bit of 5 (() corresponds to
5 (()0 for the smallest elements 0 ∈ (, and so on. In this setting, a direct product function is

, : [#] → ["], and we say that 5 (() C≈ ,(() if for all but C of the elements 0 ∈ (, 5 (()0 = ,(0).
In this article, we prove a direct product testing theorem also for this setting. Test 3 is the

analog of Test 1 for functions over sets. In Test 3 (see figure), we pick four sets,, -,.,+ ⊂ [#],
such that - ∩, = . ∩, = . ∩ + = ∅ (other intersections can be non-empty). The sets are

picked such that |- ∪, | = |. ∪, | = |. ∪+ | = : , so that they can be inputs for 5 .

Theorem 1.5 (Global Structure for Sets). There exists a constant 2 > 0, such that for every � > 0, large
enough : ∈ ℕ and # > e

2�: , " ∈ ℕ, if the function 5 :

([#]
:

)
→ ["]: passes Test 3 with probability

agr/B4C
:/10

( 5 ) = & > e
−2�: , then there exists a function , : [#] → ["] such that

Pr

(

[
5 (() �:≈ ,(()

]
≥ & − 4&2 .

Notice that the bound & − 4&2
is better than the bound in Theorem 1.1, and it is tight, as

demonstrated by the function 5 which is a hybrid of 1/& different direct product functions on
equal parts of the inputs. Such function 5 passes Test 3 with probability &, and every direct

product function is close to 5 only on an & fraction of the inputs.

We remark that the two theorems are not the same. In Theorem 1.1, there are : different

functions ,1 , . . . , ,: : [#] → ["] whereas in Theorem 1.5 there is a single one. Furthermore,

Theorem 1.1 holds for any #, " ∈ ℕ and large enough :, and Theorem 1.5 (and other such

direct product theorems) only hold for # � :. The proofs of the theorems are also different, as

discussed later in the Introduction.
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The proof of the global structure for sets uses the fact that the first query, - ∪, , and the last

query, . ∪+ , are nearly independent. These queries are not completely independent, because

.,, are picked such that . ∩, = ∅. The difference between the distribution of - ∪, and

. ∪ + and the distribution of two independent subsets of size : is bounded by :2/# . This

means that the theorem holds when :2/# � & . For an exponentially small &, this implies that

# = exp(:). We have not analyzed the case where # is smaller with respect to : in this setting

(in the main theorem, when 5 : [#]: → ["]: , there is no requirement that # should be large

with respect to :).

1.2 Restricted global structure

Our proof has two main parts, similar to the structure of the proof of [5, 13]. In the first part, we

analyze only Test 2 and prove a restricted global structure theorem for it, Theorem 1.6 below,

(this was called local structure in [13, 8]). The term “restricted global structure” refers to the

case when we restrict the domain to small (but not trivial) pieces, and show that 5 is close to a

product function on each piece separately. This is the structure of the function in Example 1.4.

More explicitly, for every � ∈ [:] of size :/10 , A ∈ [#]� and � ∈ ["]� , a restriction is a triple

� = (�, A, �). The choice of C = :/10 in Theorem 1.1 is somewhat arbitrary, the theorem can be

proven with C = 2: for any constant 2 < 1/2 . The restriction corresponds to the set of inputs

V� = {F ∈ [#][:]\� | 5 (A, F)� = �}.

Our restricted global structure theorem is that for many restrictions �, there exists a direct

product function that is close to 5 onV� .

Theorem 1.6 (Restricted Global Structure – informal). There exists a constant 2 > 0, such that for
every  > 0 and large enough : ∈ ℕ the following holds. Let 5 : [#]: → ["]: be a function that passes
Test 2 with probability agr∨

:/10

( 5 ) = & > e
−2: . LetD be the test distribution over �, namely choosing

� ⊂ [:], G ∈ [#]: uniformly and setting � = (�, G� , 5 (G)�) . Then with probability Ω(&), there exists
a direct product function , = (,1 , . . . , ,9:/10

), ,8 : [#] → ["] such that,

Pr

F∈[#][:]\�

[
5 (A, F)[:]\�

:≈ ,(F[:]\�)
���� F ∈ V�

]
≥ 1 − &2

(1.1)

A similar theorem was proven in [13] but only for soundness (i. e., &) at least exp(−:�) for
a constant � ≤ 1/2 . This was strengthened to soundness exp(−Ω(:)) in [8]. Our Theorem 1.6

improves on the conclusion of [8]. In [8] the probability in (1.1) was shown to be at least 1−$()
(recall that  is a constant), whereas we show it is exponentially close to 1 (when & is that

small). This difference may seem minor but in fact it is what prevented [8] from deriving global

structure via a three-query test (i. e., moving from the V-test to the Z-test). When we try to move

from restricted global structure to global structure, the consistency inside each restriction needs

to be very high for the probabilistic arguments to work, as we explain below.

The restricted global structure gives us a direct product function that approximates 5 only

on a restricted subset of the inputs. In the proof of the global structure, we use the third query
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to show that there exists a global function. A key step in the proof of the global structure is

to show that for many restrictions �, the function ,� is close to 5 on a much larger subsets of

inputs. This is done, intuitively, by claiming that if 5 (G)� = 5 (H)�, then with high probability

5 (H) ≈ ,�(H) for � = (�, G� , 5 (G)�) . Since � is a random set and 5 (I)� = 5 (H)� , then 5 (I), ,�(I)
are also close. This claim only holds if the success probability on (1.1) is more than 1 − &, else it
is possible that all the success probability of the test comes from 5 such that 5 (G)� = 5 (H)� , but

5 (H), ,�(H) are far from each other.

1.3 Technical contribution

In terms of technical contributions our proof consists of two new components.

Domain extension Our first contribution is a new domain extension step that facilitates the proof

of the restricted global structure. The restricted global structure shows that with probability

Ω(&), the function 5 is close to a direct product function on the restricted domainV� . A natural

way to show that a function is close to a direct product function is to define a direct product

function by majority value. However, this method fails when the agreement guaranteed for 5 is

small, as in our case.

This is usually resolved by moving to a restricted domain in which the agreement is much

higher, and by defining majority there. The first part of our proof is to show that with probability

Ω(&) over the restrictions � = (�, A, �), the setV� satisfies the two properties:

1. Its density is at least &/2 .

2. 5 has very high agreement inV� . Informally it means that taking a random pair F, E ∈ V�

which agree on a random subset of coordinates �, then 5 (A, F)� ≈ 5 (A, E)� with probability

greater than 1 − &.

We call such restrictions excellent, following [13].

We show that for every excellent restrictionV� , 5 is close to a direct product function on

V� . Let 5� :V� → ["]:\� be the restriction of 5 toV� , i. e., ∀F ∈ V� , 5�(F) = 5 (A, F)[:]\� . The

function 5� has high agreement, which is good for defining majority, but unfortunatelyV� is

very sparse in [#]:\� . The density ofV� can be as low as &/2 , which is exponentially small,

and this is where the techniques used in [13] break down. In order to prove that 5 is close to a

direct product function onV� , we use a local averaging operator to extend the domain fromV�

to [#][:]\� .

The local averaging operator P3

4

is the majority of a 3/4-correlated neighborhood ofV� ,

∀F ∈ [#][:]\� , 8 ∈ [:] \ � P3

4

5�(F)8 = Plurality

E ∼
3/4
F,E∈V� ,E8=F8

{ 5�(E)8},

where E ∼
3/4
F means that for every 9 ≠ 8 independently, we take E 9 = F 9 with probability 1/4 ,

and a random value in [#] else.
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The domain of the new function is all of [#][:]\� , P3

4

5� : [#][:]\� → ["][:]\� , and it satisfies

the following properties:

1. P3

4

5� approximates 5� onV� .

2. P3

4

5� has high agreement, taking a random pair F, E ∈ [#][:]\� such that F� = E� , results

in agreeing answers, P3

4

5�(F)� ≈ P3

4

5�(E)� with probability greater than 1 − &.

Themain technical tool we use to prove these properties is a reverse hypercontractivity argument

from [16]. For every two sets*,+ ⊂ [#]: , Mossel et al. proved a lower bound on the probability

of a random F ∈ [#]: and E ∼
3/4 F to be in * and in + , respectively. We use their result to

prove that for almost all of F ∈ [#][:]\� , taking E ∼
3/4
F ends insideV� with probability at least

poly(&). This allows us to prove that for almost all of F ∈ [#][:]\� , 8 ∈ [:] \ � , the plurality

P3

4

5�(F)8 relays on many values of 5�(E)8 , which in turn lets us to prove the two properties above.

Lastly, we define a direct product function ,� by taking the plurality over P3

4

5� , and show

that it is close to 5� .

Direct product testing in a dense regime A second new element comes when stitching the

many localized functions into one global direct product function, by using the third query.

We prove two global structure theorems, Theorem 1.1 for functions on tuples (ordered lists)

5 : [#]: → ["]: and Theorem 1.5 for functions on sets 5 :

([#]
:

)
→ ["]: .

When we work with 5 that is defined over sets, we can directly follow the approach of [13] to

complete the proof. However, when working with 5 defined on tuples we reach a combinatorial

question that itself resembles a direct product testing question, but in a different (dense) regime.

Luckily, the fact that this question is in a dense regime makes it easier to solve, and this leads to

our global structure theorem for tuples.

1.4 Agreement tests and direct product tests

The question of direct product testing fits into a more general family of tests called agreement

tests. We digress slightly to describe this setting formally and explain how direct product tests

fit into this framework.

Agreement tests In all efficient PCPs we break a proof into small overlapping pieces, use

relatively inefficient PCPs (i. e., PCPs that incur a large blowup) to encode each small piece,

and then through an agreement test put the pieces back together. The agreement test is needed

because given the set of pieces (their values and locations), there is no guarantee that the

different pieces come from the same underlying global proof, i. e., that the proofs of each piece

can be “put back together again”. The PCP system needs to ensure this through agreement testing:
we take two (or more) pieces that have some overlap, and check that they agree.
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Figure 1: complete :-uniform :-partite graph

ℎ ∈ �

+1 +2 +:

#

vertices

This situation can be formulated as an agreement testing question as follows. Let + be a

ground set, |+ | = # , and let � be a collection of subsets of + , i. e., a set of hyperedges. Let ["]
be a finite set of colors, where it is sufficient to think of " = 2.

A local assignment is a set 0 = {0B} of local colorings 0B : B → ["], one per subset B ∈ �. A

local assignment is called global if there is a global coloring , : + → ["] such that

∀B ∈ �, 0B ≡ , |B .

An agreement check for a tuple of subsets B1 , . . . , B@ checks whether their local functions agree

on any point in the intersection, denoted agree(0B1 , . . . , 0B@ ) . Formally,

agree(0B1 , . . . , 0B@ ) ⇔ ∀8 , 9 ∈ [@], G ∈ B8 ∩ B 9 , 0B8 (G) = 0B 9 (G) .

A local assignment that is global passes all agreement checks. The converse is also true: a local

assignment that passes all agreement checks must be global.

An agreement test is specified by giving a distributionD over tuples of subsets B1 , . . . , B@ . We

define the agreement of a local assignment to be the probability of agreement,

agr

D
(0) = Pr

(B1 ,...,B@)∼D

[
agree(0B1 , . . . , 0B@ )

]
.

An agreement theorem shows that if 0 is a local assignment with agrD(0) > & then 0 is somewhat

close to a global assignment. Agreement theorems can be studied for any hypergraph and

in this article we prove such theorems for two specific hypergraphs: the :-uniform complete

hypergraph, and the :-uniform :-partite complete hypergraph.

Relation to direct product testing Theorem 1.5 is readily interpretted as an agreement test

theorem. As for Theorem 1.1, we next describe a hypergraph on which it can also be interpreted

“geometrically” as an agreement test theorem. Consider complete :-uniform :-partite hypergraph
(see Figure 1). Let � = (+ = +1 , . . . , +: , �) be the complete :-partite hypergraph with |+8 | = #
for 8 ∈ [:], and

� = {(E1 , . . . , E:) | ∀8 ∈ [:], E8 ∈ +8} .
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There is a bĳection between � and [#]: . We shall interpret 5 (G1 , . . . , G:) as a local coloring of

the vertices G1 , . . . , G: . In this way, we have the following equivalence

5 : [#]: → ["]: ⇐⇒ 0 = {0G}G∈� .

Moreover, local assignments which are global, i. e., 0 such that 0G = , |G for some global

coloring , : +1 ∪ · · · ∪+: → ["], correspond exactly to functions 5 which are direct products,

5 = (,1 , . . . , ,:)where ,8 = , |+8 ,

5 = (,1 , . . . , ,:) ⇐⇒ 0 is global.

Finally, Test 2 can be described as taking 2 hyperedges that intersect on C vertices, and check

if their local functions agree on the intersection. Similarly, Test 1 can be described as picking

three hyperedges, ℎ1 , ℎ2 , ℎ3 ∈ � such that ℎ1 , ℎ2 intersect on C vertices, and ℎ2 , ℎ3 intersect on a

disjoint set of C vertices, and checking agreement.

Our main theorem, Theorem 1.1, is equivalent to an agreement theorem showing that if a

local assignment 0 passes a certain 3-query agreement test with non-negligible probability, then

there exists a global assignment , : + → ["]with which it agrees non-negligibly.

The :-uniform complete hypergraph (it is non-partite, in contrast to the above), is related to

Theorem 1.5. In this hypergraph the vertex set is [#] and there is a hyperedge for every possible

:-element subset of [#]. Now we have a similar equivalence between local assignments and

functions over sets, i. e., functions where the input is a set ( ⊂ [#] of size :,

5 :

(
[#]
:

)
→ ["]: ⇐⇒ 0 = {0B}B∈([#]: ) .

An agreement theorem for this hypergraph is equivalent to Theorem 1.5, in which 5 is defined

not on the set of tuples [#]: but on the set of subsets

([#]
:

)
. A global assignment 0 on this graph

is equivalent to a direct product function over sets, i. e., 5 = , : [#] → ["] .

1.5 Organization of the paper

Section 2 contains preliminary notation and definitions. In Section 3 we prove the restricted

global structure, Theorem 1.6. Section 4 is dedicated to the global structure for functions on

sets. We show how to deduce a variant of Theorem 1.6 for sets rather than tuples and then

prove the global structure theorem for sets, Theorem 1.5. In Section 5 we prove the global

structure theorem for tuples, Theorem 1.1. Lastly, in Section 6 we discuss lower bounds for

various 3-query direct product tests that were not presented in the introduction.

The conference version of this paper had a small gap in the proof that has been thankfully

caught by the careful reviewers and editor, and this has been corrected in Appendix A by

referencing to [12].

2 Preliminaries

For a set � ⊂ [:]we denote by �̄ the set [:] \ �.
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Definition 2.1. For every 2 strings G, H ∈ [#]: we say that

1. G
C≈ H if G, H differ in at most C coordinates.

2. G
C
0 H if G, H differ in more than C coordinates.

Notice that the distance in the above definition is not relative, but it is the number of

coordinates in which the two strings differ.

For a set � ⊂ [:], we denote by A ∈ [#]� a matching from every 8 ∈ � to an element in [#].
For A ∈ [#]� and F ∈ [#]�̄ , the string (A, F) ∈ [#]: is the string created by taking for each 8 ∈ �
the element matched to 8 in A, and for each 8 ∉ � the element matched to 8 in F.

Let G ∈ [#]: , we denote by G� ∈ [#]� the matching which matches each 8 ∈ � the element

G8 ∈ [#].
For G, H ∈ [#]� , we say that G

C≈ H if for all except at most C coordinates 8 ∈ �, G, H match the

same value to 8.

Definition 2.2 (Plurality). The plurality of a function 5 on a distributionD is its most frequent

value

Plurality

G∼D
( 5 (G)) = arg max

�

{
Pr

G∈D
[ 5 (G) = �]

}
.

We use a few different Bernstein-Chernoff-type concentration bounds, stated below.

Fact 2.3 (Chernoff bound). Let -1 , . . . , -: be independent random variables in {0, 1}, let - =
∑:
8=1
-8

and denote � = E[-]. Then for every � ∈ (0, 1),

Pr

-1 ,...,-:
[- − � ≥ ��] ≤ e

− �2�
3 (2.1)

Pr

-1 ,...,-:
[- − � ≤ −��] ≤ e

− �2�
2 . (2.2)

Inequality (2.1) appears as [10, Eq. (6)] and [15, Thm. 4.4.2]. Inequality (2.2) appears as [10,

Eq. (7)] and [15, Thm. 4.5.2].

We use two variants of this bound for sampling without replacement. The next variant

follows from combining Fact 2.3, Eq. (2.2) with Hoeffding’s generic reduction from sampling

without replacement to a sum of independent variables, [11, Theorem 4].

Fact 2.4 (Hoeffding bound for random subset.). Let � be a set, and let � ⊂ � be subset. Suppose we
pick a random subset ( ⊂ � of size = < |� |, then for every � ∈ (0, 1)

Pr

(

[
|� ∩ ( | ≤ (1 − �) |�|=|� |

]
≤ e
− |�|=�

2

2|� | .

We also use the following result by Hoeffding.

THEORY OF COMPUTING, Volume 19 (3), 2023, pp. 1–56 11

http://dx.doi.org/10.4086/toc


IRIT DINUR AND INBAL LIVNI NAVON

Fact 2.5 (Hoeffding’s inequality for random sampling without replacement, [11, Theorems 1 and

4] ). Let � = {21 , . . . 2:} be a multiset of : values, 28 ∈ [0, 1], and let -1 , . . . , -= be = random samples
without replacement from �. Let - =

∑:
8=1
-8 and denote � = E[-], then

Pr

-1 ,...,-:
[- − � > C] ≤ e

− 2C2

= .

The random variables in Hoeffding’s bounds for random variables without replacement

are not independent, but they are not independent in a very specific way, of being without

replacement. In addition to these bounds we also have the following bound for random variables

that are not independent. This bound appears as Theorem 1.1 in [12].

Fact 2.6 (Generalized Chernoff bound [12, 17]). Let -1 , . . . , -: be random variables in {0, 1}, let
- =

∑:
8=1
-8 . If there exists � ∈ (0, 1) such that for every ( ⊆ [:], Pr[∧8∈(-8 = 1] ≤ � |( | , then for every

� ∈ (�, 1),

Pr

-1 ,...,-:
[- ≥ �:] ≤ e

−2:(�−�)2 .

2.1 Reverse hypercontractivity

Definition 2.7 (�-correlated distribution). For every string G ∈ [#]: and constant � ∈ (0, 1), the
�-correlated distribution from G, denoted by H ∼

�,�
G, is defined as follows. Each 8 ∈ [:] is inserted

into � with probability �, independently. The string H is chosen such that G� = H� , and the rest is

uniform. In some cases, we omit the subscript �.

We quote Proposition 9.2 from [16]:

Proposition 2.8. Let �, � ⊆ [#]: of sizes PrF∈[#]: [F ∈ �] = e
− 02

2 and PrF∈[#]: [F ∈ �] = e
− 12

2 .
Then

Pr

G∈[#]: ,H∼
�
G
[G ∈ �, H ∈ �] ≥ e

− (2−�)(0
2+12)

4(1−�) − �01
2(1−�) .

By changing notation and simplifying, we get the following corollary.

Corollary 2.9. For �, � ⊆ [#]: , |�| ≥ |�|,

Pr

G∈[#]: ,H∼
�
G
[G ∈ �, H ∈ �] ≥ Pr

G∈[#]:
[G ∈ �]1+

�
2(1−�)

Pr

G∈[#]:
[G ∈ �]1+

3�
2(1−�) .

Proof. |�| ≥ |�| implies 0 ≤ 1, we know that

e

− �01
2(1−�) ≥ e

− �12

2(1−�) = Pr

G∈[#]:
[G ∈ �]

�
1−� .
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Similarly

e

− (2−�)(0
2+12)

4(1−�) = e

2−�
2(1−�) ·

(
− 02

2
− 12

2

)
= e

(
1+ �

2(1−�)

)
·
(
− 02

2
− 12

2

)
=

Pr

G∈[#]:
[G ∈ �]1+

�
2(1−�)

Pr

G∈[#]:
[G ∈ �]1+

�
2(1−�) .

Together we get

Pr

G,H
[G ∈ �, H ∈ �] ≥ Pr

G∈[#]:
[G ∈ �]1+

�
2(1−�)

Pr

G∈[#]:
[G ∈ �]1+

3�
2(1−�) .

�

3 Restricted global structure

In this section we prove the restricted global structure theorem, Theorem 1.6, which we restate

formally below as Theorem 3.9. Let 5 : [#]: → ["]: be a function that passes Test 2 with

probability &, i. e.,
agr
∨
:/10
( 5 ) = & ≥ e

−2: .

We show that such 5 already has some direct product structure, namely that there are restrictions

of the domain [#]: such that 5 is close to a direct product function on each of the restricted

parts.

Definition 3.1 (Restriction). A restriction is a triple � = (�, A, �), for� ⊂ [:], |�| = :/10 , A ∈ [#]�
and � ∈ ["]� .

Definition 3.2 (Consistent strings). For every restriction � = (�, A, �), a string F ∈ [#]�̄ is

consistent with � if 5 (A, F)� = �. For every �, letV� be the set of consistent strings,

V� =

{
F ∈ [#]�̄

��� 5 (A, F)� = �
}
.

Definition 3.3 (Restricted function). For each restriction � = (�, A, �), let 5� :V� → ["]�̄ be the

function

5�(F) = 5 (A, F)�̄ .

Definition 3.4 (Distribution over restrictions). Let D be the following distribution over re-

strictions �. Pick a uniform set � ⊂ [:] of size :/10 , pick a uniform G ∈ [#]: and output

� = (�, G� , 5 (G)�) .

Note that the distributionD depends on the function 5 .

We define good restriction in an analogous way to the definitions of [13].

Definition 3.5 (Good restriction). A restriction � = (�, A, �) is good, if PrF∈[#]�̄[F ∈ V�] ≥ &/2 .
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Definition 3.6 (-DP restriction). A restriction � = (�, A, �) is an -DP restriction if it is good,

and there exist functions ,8 : [#] → ["] for each 8 ∈ �̄ such that, denoting , = (,8)8∈�̄ ,

Pr

F∈[#]�̄

[
5�(F)

:
0 ,(F)

���� F ∈ V�

]
≤ &2 .

Remark 3.7. The parameter  can be viewed as slack. It is the amount of disagreement we are

willing to tolerate between two tuples, while still considering them in agreement.

We define a local averaging operator. Notice that the operator is not linear.

Definition 3.8 (Local averaging operator). For every � ∈ [0, 1], letP� be the following (non-linear)

operator. For every subsetV� ⊂ [#]�̄ and function ℎ :V� → ["]�̄ , the operator takes ℎ to the

function P�ℎ : [#]�̄ → ["]�̄ satisfies ∀8 ∈ �̄, F ∈ [#]�̄ ,

P�ℎ(F)8 = Plurality

E ∼
�,�
F s.t. 8∈�

(ℎ(E)8) .

We define plurality over an empty set to be an arbitrary value.

In the proof of the restricted global structure we use the operator P� with � = 3/4 , which

we denote by P to simplify notation. Clearly 3/4 is an arbitrary constant, our proof works for

any constant � > 1/2 .
Our main theorem of this section asserts that (a) a non-negligible fraction of restrictions are

good, and that (b) almost all good restrictions are DP restrictions.

Theorem 3.9 (Restricted Global Structure, formal). There exists a small constant 2 > 0, such that for
every constant  > 0 and large enough : ∈ ℕ the following holds. For every function 5 : [#]: → ["]: ,
if agr∨

:/10

( 5 ) = & > e
−2: , then

Pr

�∼D
[� is good] ≥ &

2

and
Pr

�∼D
[� is an -DP restriction | � is good] ≥ 1 − &2 .

A similar theorem was proven in [8] under the name “local structure”. Under the same

assumptions [8] showed that 5 must be close to a product function for many pieces V� of

the domain. However, the closeness was considerably weaker: unlike in our definition of

a DP restriction, in [8] even in the restricted part of the domain, V� ⊂ [#]: , there could be

a (small) constant fraction of the inputs on which 5 differs from the product function ,. In

contrast, we only allow an &2
fraction of disagreeing inputs, which is necessary for the ensuing

global-structure argument.

Parameters. In the proof of the theorem we use several values for the slack parameter , that
are constant multiples of each other, which we denote by 0 , 1 etc. These constant factors are

not important, and the reader can treat all 8 as “similar to ”.
We prove the theorem in Section 3.1, using lemmas that are proven on Section 3.2, Section 3.3

and Section 3.4.
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3.1 Proof of Theorem 3.9

Let 5 : [#]: → ["]: be a function that passes Test 2 with probability &. The test can also be

written as: choose � = (�, A, �) ∼ D and a uniform F ∈ [#]�̄ , and accept if 5 (A, F)� = �.

& = Pr

�∼D

[
test passes

�� � is chosen

]
≤ Pr

�∼D

[
� is good

]
· 1 + &

2

,

because the success probability of the test on a restriction � which is not good is at most &/2 .
Therefore,

Pr

�∼D

[
� is good

]
≥ &

2

. (3.1)

Fix 0 =
1

1600
 .

Definition 3.10 (Excellent restriction). A good restriction � = (�, A, �) is excellent if for � = 3/4
and for � = 9/32 the following holds. Choose F ∈ [#]�̄ uniformly and E ∼

�,�
F then,

Pr

F,E,�

[
F, E ∈ V� and 5�(F)�

0:
0 5�(E)�

]
≤ e
− 

0
:

40

Δ
= � . (3.2)

Lemma 3.11. A good � ∼ D is excellent with probability at least 1 − &2 .

The proof of the lemma appears on Section 3.2.

To prove Theorem 3.9 it is enough to show that every excellent restriction is an -DP
restriction. A natural idea is to define a direct product function by taking the plurality of 5� on

V� , because the agreement of 5� insideV� is almost 1. However, it is difficult to prove that this

function is close to 5� because the setV� is very sparse. Instead, we prove that P 5� is close to 5� ,
and that P 5� is close to a direct product function. Fix 1 = 100 .

Lemma 3.12. For every excellent �,

Pr

F∈[#]�̄

[
5�(F)

1:
0 P 5�(F)

���� F ∈ V�

]
≤ &3 .

The proof appears in Section 3.3 and relies on reverse hypercontractivity.

Fix 2 = 15000 .

Lemma 3.13. For every excellent restriction � there exists a direct product function , = (,1 , . . . , ,�̄) ,
,8 : [#] → ["] such that

Pr

F∈[#]�̄

[
P 5�(F)

2:
0 ,(F)

]
≤ 3&4 .

The proof is in Section 3.4.

The two lemmas above, Lemma 3.12 and Lemma 3.13, imply the following claim.
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Claim 3.14. Every excellent restriction � is an -DP restriction.

Proof. Fix an excellent restriction �. Let , = (,1 , . . . , ,�̄) , ,8 : [#] → ["] be the direct product
function promised from Lemma 3.13. For an excellent �, PrF [F ∈ V�] ≥ &

2
. Therefore, the

probability of P 5�(F)
2:
0 ,(F) is small even when conditioning on F ∈ V� . By Lemma 3.13

3&4 ≥ Pr

F∈[#]�̄

[
P 5�(F)

2:
0 ,(F)

]
≥ Pr

F∈[#]�̄
[F ∈ V�] Pr

F∈[#]�̄

[
P 5�(F)

2:
0 ,(F)

���� F ∈ V�

]
≥ &

2

Pr

F∈[#]�̄

[
P 5�(F)

2:
0 ,(F)

���� F ∈ V�

]
. (3.3)

By the triangle inequality,

Pr

F

[
5�(F)

(1+2):
0 ,(F)

���� F ∈ V�

]
≤ Pr

F

[
5�(F)

1:
0 P 5�(F)

���� F ∈ V�

]
+ Pr

F

[
P 5�(F)

2:
0 ,(F)

���� F ∈ V�

]
≤&3 + 6&3 < &2 . (by (3.3) and Lemma 3.12)

By definition, 5�(F) = 5 (G� , F)�̄ , so from the above equation

Pr

F

[
5 (G� , F)�̄

(1+2):
0 ,(F)

���� F ∈ V�

]
= Pr

F

[
5�(F)

(1+2):
0 ,(F)

���� F ∈ V�

]
< &2.

Since 1 + 2 <  we are done. �

In the proof we see that a random restriction � ∼ D is good with probability &/2, and
that a good restriction is excellent with probability 1 − &2

. From the claim above, an excellent

restriction � is an -DP restriction, which finishes the proof.

�

3.2 Good restrictions are excellent with high probability

In this section we prove Lemma 3.11, which states that a good restriction is excellent with high

probability. We start by showing that when averaging over �, 5� is consistent inV� .

Claim 3.15. For every � ∈ (0, 1), let � ∼ D , F ∈ [#]�̄ and E ∼
�,�
F, then

Pr

�,F,E,�

[
F, E ∈ V� , 5�(F)�

0:
0 5�(E)�

]
≤ e
− 

0
:

20 .
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Proof. Denote � = (A, �, �). Let �1(A, �, F, E, � , �) be the event that we are interested in bounding

its probability, namely, the event

5 (A, F)� = 5 (A, E)� = � and 5 (A, F)�
0:
0 5 (A, E)� .

When A, F, E, �, � are all random, the probability of a uniform �, � to be such that 5 (A, F), 5 (A, E)
are equal on � but are far on � is very small.

Let �2(�, A, E, F, �) ⊆ �1(�, A, E, F, � , �) be the event that 5 (A, F)� = 5 (A, E)� and 5 (A, F)�
0:
0

5 (A, E)� .
Fix � ∈ (0, 1). We start by bounding the probability of �2 under the distribution � ∼ D ,

F ∈ [#]�̄ uniformly and E ∼
�,�
F. Writing the distribution explicitly:

1. Pick � ⊂ [:] of size :/10 .

2. Pick G ∈ [#]: , set A = G� and � = 5 (G)� .

3. Pick � ⊂ �̄ of size ℬ(9:/10, �) (binomial random variable).

4. Pick uniform F, E ∈ [#]�̄ such that F� = E� .

Notice that �2 is independent of �, so it does not matter how � is chosen. We can define an

equivalent process for producing the same distribution (without �):

1. Pick a set �′ ⊂ [:] of size :/10 + ℬ(9:/10, �).

2. Pick H, I ∈ [#]: such that H�′ = I�′ .

3. Pick � ⊆ �′ of size :/10 .

4. Set A = H� , F = H�̄ and E = I�̄ .

Let

� = {8 ∈ �′ | 5 (H)8 ≠ 5 (I)8} .
�2 occurs only if � ∩ � = ∅ yet |� | ≥ 0:.

As the second random process allows us to see, � is a uniform subset of �′. Let 81 , . . . 8 |�| be
an arbitrary order over the elements of �. We can think of � as being chosen incrementally,

each 8 9 is chosen randomly from �′ \ {81 , . . . , 8 9−1} .

Pr

�
[� ∩ � = ∅] =Pr

[
81 , . . . , 8 |�| ∉ �

]
(3.4)

=Pr [81 ∉ �] · Pr [82 ∉ � | 81 ∉ �] · · ·Pr

[
8 |�| ∉ �

�� 81 , . . . , 8 |�|−1
∉ �

]
≤(1 − 0)|�| ≤ e

−0 |�|

where we use the fact that for every 8 9 , Pr

[
8 9 ∉ �

�� 81 . . . 8 9−1 ∉ �
]
≤ 1 − 0 , since |� | ≥ 0:.
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The bound in (3.4) holds for each �′ such that 5 (H)�′
0:
0 5 (I)�′ , therefore also on average,

Pr [�2] = Pr

H,I,�′,�

[
5 (H)�′

0:
0 5 (I)�′ and 5 (H)� = 5 (I)�

]
≤ e
−0 |�| .

We conclude that Pr[�1] ≤ Pr[�2] ≤ e
−0 |�| ≤ e

− 
0
:

20 . �

Proof of Lemma 3.11. For every restriction � and F, E ∈ [#]�̄ let �(�, F, E, �) be the event that

F, E ∈ V� and 5�(F)�
0:
0 5�(E)� .

For every � that is good but not excellent, there is � ∈ {3/4, 9/32} such that

Pr

F,E ∼
�,�
F
[�(�, F, E, �)] > � .

In this case we say that � is bad for �.
Assume for a contradiction that Pr�∼D

[
� is good but not excellent

]
> &3/2 . These fail to be

excellent because of at least one of the choices of �, so either for � = 3/4 or for � = 9/32 ,

Pr

�∼D
[� is bad for �] ≥ &3

4

.

For this �,

Pr

�∼D ,F,E ∼
�,�
F
[�(�, F, E, �)] ≥ Pr

�∼D
[� is bad for �] Pr

F,E ∼
�,�
F
[�(�, F, E, �) | � is bad for �] ≥ &3

4

� .

This contradicts Claim 3.15, because &3/4 · � ≥ e
− :

20 , as 0 = 1600. Therefore, we conclude

that Pr�∼D
[
� is good but not excellent

]
≤ &3/2 .

Finally, since � ∼ D is good with probability at least &/2 , by averaging a good � ∼ D is

excellent with probability at least 1 − &2
. �

3.3 Local averaging operator

In this section we prove Lemma 3.12, which states that for every excellent �, P 5� approximates

5� .

Fix an excellent �, and let ! ⊂ [#]�̄ be the set of “lonely” strings in [#]�̄ , those that have a

sparse neighborhood inV� . We fix te sparsity parameter � = &50
, and define

! =

{
F ∈ [#]�̄

����� Pr

E ∼
3/4,�

F
[E ∈ V�] ≤ �

}
.

There is a trade off between the “sparsity” parameter � and the bound on the size of !. The

sparsity parameter is chosen to make sure that PrF∈[#]�̄[F ∈ !] < &10
. These powers of &
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are derived from our arbitrary choice of defining P 5� as the plurality of a 3/4-correlated
neighborhood.

In addition, the success probability of the test & should be large enough to promise that �/�2

is small.

Claim 3.16. PrF∈[#]�̄[F ∈ !] < &10

Proof. We prove the claim by using Corollary 2.9 on the sets !,V� . Denote by ?! = PrF∈[#]�̄[F ∈
!] and ? = PrF∈[#]�̄[F ∈ V�] . Since � is excellent, ? ≥ &/2 .

Assume for a contradiction that |!| > |V� | , i. e., ?! ≥ ?. By Corollary 2.9

Pr

F∈[#]�̄ ,E ∼
3/4
F

[F ∈ !, E ∈ V�] ≥ ?
5

2

!
?

11

2 ≥
( &
2

) 5

2

( &
2

) 11

2

.

By the definition of !

Pr

F∈[#]�̄ ,E ∼
3/4
F

[F ∈ !, E ∈ V�] ≤ ?!&50 , (3.5)

and we reach a contraction.

Therefore, ?! < ?. By Corollary 2.9,

Pr

F∈[#]�̄ ,E ∼
3/4
F

[F ∈ !, E ∈ V�] ≥ ?
11

2

!
?

5

2 ≥
( &
2

) 5

2

?
11

2

!
.

Equation (3.5) still holds, so combining the two bounds on PrF∈[#]�̄ ,E ∼
3/4
F[F ∈ !, E ∈ V�] ,

( &
2

) 5

2

?
11

2

!
≤ ?!&50 ,

That is ?! ≤ 2&
9

2
(50− 5

2
) < &10

. �

The local averaging operator P 5� takes the plurality vote over E ∼
3/4,�

F, conditioning on

E ∈ V� . If we pick E ∼
3/4,�

F without conditioning on E ∈ V� , then each 8 is in � with probability

3/4 . For F ∉ !, taking E ∼
3/4,�

F conditioning on E ∈ V� , we get that for most 8, 8 ∈ � with

probability that is close to 3/4 .

Claim 3.17. For every F ∉ ! and all except 0: of the coordinates 8 ∈ �̄,

Pr

E ∼
3/4,�

F
[� 3 8 |E ∈ V�] ≥

3

4

− 1

10

.
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Proof. Fix F ∉ !. Let � be

� =

{
8 ∈ [:]

����� Pr

E ∼
3/4,�

F
[� 3 8 |E ∈ V�] <

3

4

− 1

10

}
.

Assume for a contradiction that the claim does not hold, i. e., |� | > 0:.

By the Chernoff bound (Fact 2.3), PrE ∼
3/4,�

F

[
|� ∩ � | ≤

(
3

4
− 1

20

)
|� |

]
≤ e

− 
0
:

900 . For F ∉ !,

conditioning on E ∈ V� increases the above probability by a factor of at most 1/� . That is,

Pr

E ∼
3/4,�

F

[
|� ∩ � | ≤

(
3

4

− 1

20

)
|� |

���� E ∈ V�

]
≤ 1

�
e
− 

0
:

900 .

The constant 2 in is chosen to be small enough to promise that
1

�e
− 

0
:

900 = &−50 · e−


0
:

900 ≤ &. That is,

|� ∩ � | ≥
(

3

4
− 1

20

)
|� | almost always.

If � is such that |�∩� | ≥
(

3

4
− 1

20

)
|� | , then a random 8 ∈ � has probability of at least

(
3

4
− 1

20

)
to be in �. Therefore,

Pr

E ∼
3/4,�

F,8∈�
[8 ∈ � | E ∈ V] ≥ Pr

E ∼
3/4,�

F

[
|� ∩ � | ≤

(
3

4

− 1

20

)
|� |

���� E ∈ V�

] (
3

4

− 1

20

)
≥(1 − &)

(
3

4

− 1

20

)
>

3

4

− 1

10

,

which is a contradiction to the definition of �. �

Proof of Lemma 3.12. Fix an excellent restriction �. Recall that for an excellent restriction �,
PrF∈[#]�̄[F ∈ V�] ≥ &/2 and

Pr

F,E ∼
3/4,�

F

[
F, E ∈ V� and ℎ(F)�

0:
0 ℎ(E)�

]
≤ � . (3.6)

Let � be the set of “bad” inputs,

� =

{
F ∈ V�

����� Pr

E ∼
3/4,�

F

[
E ∈ V� and 5�(E)�

:
0 5�(F)�

]
≥ �

10

}
.

By averaging on equation (3.6), PrF∈V�[F ∈ �] ≤
10�
� ≤ 1

2
&3

.

Recall ! is the set of lonely inputs. By Claim 3.16, PrF∈[#]: [F ∈ !] ≤ &10
. Since � is excellent,

Pr

F∈V�

[F ∈ !] ≤ &10

&
2

<
&3

2

.
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Together, the probability that a random F ∈ V� is in � or in ! is smaller than &3
. Therefore,

to prove the lemma it is enough to prove that for every F ∈ V� \ {� ∪ !} , 5�(F)
1:≈ P 5�(F).

Fix F ∈ V� \ (� ∪ !). Denote by � the set of coordinates on which 5�(F),P 5�(F) differ,
� =

{
8 ∈ �̄

�� 5�(F)8 ≠ P 5�(F)8
}
.

Assume for a contradiction that |� | > 1: . For E ∈ [#]�̄ , � ⊂ �̄ and 8 ∈ �̄, let �(E, � , 8) be
the event

8 ∈ � and 5�(F)8 ≠ 5�(E)8 .
We reach a contradiction by upper bounding and lower bounding the probability of � under the

distribution 8 ∈ � and E ∼
3/4,�

F, given that E ∈ V� .

Lower bound. The function P 5� takes the most common value 5�(E)8 for E ∼
3/4,�

F. By definition,

the set � contains all of the coordinates 8 such that 5�(F)8 is not the most probable value 5�(E)8 ,
when E ∼

3/4,�
F. Therefore for every 8 ∈ �,

Pr

E ∼
3/4,�

F
[ 5�(F)8 ≠ 5�(E)8 | 8 ∈ � , E ∈ V�] ≥

1

2

. (3.7)

To lower bound the probability of � we need to lower bound the probability of 8 ∈ �. When

picking E ∼
3/4,�

F, each 8 is in �with probability 3/4 . FromClaim 3.17, for all except 0: coordinates,

the probability of 8 to be in � is not much different, it is at least 3/4− 1/10 . Let �′ ⊂ [:] be the set
of coordinates in which Pr[8 ∈ �] is lower than 3/4 − 1

10
, then |�′ | ≤ 0: < 1/10|� | . Together

we get that

Pr

8∈�,E ∼
3/4,�

F
[8 ∈ � | E ∈ V�] ≥ Pr

8∈�
[8 ∉ �′]

(
3

4

− 1

10

)
>

1

2

.

From the two equations above,

Pr

E ∼
3/4,�

F,8∈�
[�(E, � , 8) | E ∈ V�] = Pr

E ∼
3/4,�

F,8∈�
[8 ∈ � and 5�(F)8 ≠ 5�(E)8 | E ∈ V�]

= Pr

E ∼
3/4,�

F,8∈�
[8 ∈ � | E ∈ V�] Pr

E ∼
3/4,�

F
[ 5�(F)8 ≠ 5�(E)8 | 8 ∈ � , E ∈ V�]

>
1

2

· 1
2

=
1

4

.

Upper Bound. For F ∈ V� \ (� ∪ !) , the following two equations hold: PrE ∼
3/4,�

F [E ∈ V�] ≥ �

and PrE ∼
3/4,�

F

[
E ∈ V� and 5�(E)�

0:
0 5�(F)�

]
≤ �

10
. Combining the two equations,

Pr

E ∼
3/4,�

F

[
5�(E)�

0:
0 5�(F)�

���� E ∈ V�

]
≤ 1

10

. (3.8)
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Suppose 5�(E)�
0:≈ 5�(F)� , our assumption is that |� | > 1: = 100: , so a uniform 8 ∈ � is

in the 0: coordinates in which 5�(E)� , 5�(F)� differ with probability at most
1

10
. This lets us

bound the probability of �:

Pr

E ∼
3/4,�

F,8∈�
[�(E, � , 8) | E ∈ V�] ≤ Pr

E ∼
3/4,�

F

[
5�(E)�

0:
0 5�(F)�

���� E ∈ V�

]
+ Pr

E ∼
3/4,�

F,8∈�

[
5�(E)�

0:≈ 5�(F)� and 8 ∈ � and 5�(F)8 ≠ 5�(E)8
���� E ∈ V�

]
≤ 1

10

+ 1

10

<
1

4

.

The upper and lower bounds contradict each other so for all F ∈ V� \ (� ∪ !), |� | ≤ 1: and

5�(F)
1:≈ P 5�(F) . Since PrF[F ∈ � ∪ !] ≤ &3

we finish the proof. �

3.4 Direct product function

In this section we prove that P 5� is close to a direct product function, proving Lemma 3.13.

We start by defining the candidate direct product function, which is the plurality vote of

P 5�.

Definition 3.18. For every excellent � = (�, A, �), let ,� : [#]�̄ → ["]�̄ be the following function:

for every 8 ∉ � and 1 ∈ [#],

,�,8(1) = Plurality

F∈[#]�̄ s.t. F8=1

{P 5�(F)8} ,

ties are broken arbitrarily.

Set 3 = 200 .

Claim 3.19. For every excellent �,

Pr

F∈[#]�̄ ,E ∼
1/2,�

F

[
P 5�(F)�

3:≈ P 5�(E)�
]
≥ 1 − 3&10 .

Proof. The proof is similar to the proof of Lemma 3.12. Its main idea is that if P 5�(F) and P 5�(E)
disagree on a lot of coordinates, then a large fraction of their 3/4-correlated neighborhoods also

disagree on a lot of coordinates. This can only happen for very few inputs F, E, otherwise we

contradict the fact that � is excellent.

Fix an excellent �. Let � be a set of “bad” triplets,

� =

{
(F, E, �)

���� F� = E� and Pr

F′,�′,E′,�′′

[
F′, E′ ∈ V� and 5�(F′)�̃

0:
0 5�(E′)�̃

]
≥ �2

10

}
,
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where F′ ∼
3/4,�′

F, E′ ∼
3/4,�′′

E and �̃ = � ∩ �′ ∩ �′′.

If (F, E, �) are distributed such that F is uniform in [#]�̄ and E ∼
1/2,�

F, then the marginal

distribution over F′ is uniform, and E′ ∼
9/32,�̃

F′ . This is because for every 8 independently, the

probability of 8 to be in �̃ = � ∩ �′ ∩ �′′ is (3/4)2 · (1/2) = 9/32 .

Since � is excellent, PrF′∈[#]�̄ ,E′ ∼
9/32,�̃

F′

[
F′, E′ ∈ V� , 5�(F′)�̃

0:
0 5�(E′)�̃

]
≤ �. Therefore by

averaging, PrF∈[#]�̄ ,E ∼
1/2,�

F [(F, E, �) ∈ �] ≤
10�
�2

< &10
.

Recall that ! is the set of “lonely” inputs, those with sparse neighborhood. From Claim 3.16,

PrF∈[#]�̄ [F ∈ !] < &10
.

We prove next that for every F, E, � such that (F, E, �) ∉ � and F, E ∉ !, P 5�(F)�
3:≈ P 5�(E)� .

This proves the claim since by a union bound argument,

Pr

F∈[#]�̄ ,E ∼
1/2,�

F
[(F, E, �) ∈ � or F ∈ ! or E ∈ !]

≤ 2 Pr

F∈[#]�̄
[F ∈ !] + Pr

F∈[#]�̄ ,E ∼
1/2,�

E
[(F, E, �) ∈ �] ≤ 3&10 .

Fix F, E, � such that F� = E� , F, E ∉ ! and (F, E, �) ∉ �. Let � ⊆ � be the set

� = {8 ∈ � | P 5�(F)8 ≠ P 5�(E)8} .

Assume for a contradiction that |� | ≥ 3:.

For every �′, �′′ ⊂ �̄, F′, E′ ∈ V and 8 ∈ �̄, let �(�′, �′′, F′, E′, 8) be the following event:

5�(F′)8 ≠ 5�(E′)8 and 8 ∈ �′ ∩ �′′ .

We reach a contradiction by giving an upper bound and a lower bound of this event, under the

distribution 8 ∈ �, F′ ∼
3/4,�′

F and E′ ∼
3/4,�′′

E, given that F′, E′ ∈ V� .

Lower Bound. For every 8 ∈ �, P 5�(F)8 ≠ P 5�(E)8 , i. e., the most frequent value 5�(F′)8 for
F′ ∼

3/4
F is different from the most frequent value 5�(E′)8 for E′ ∼

3/4
E . Therefore, for every 8 ∈ �,

Pr

F′,�′,E′,�′′
[ 5�(F′)8 ≠ 5�(E′)8 | 8 ∈ �′ ∩ �′′, F′, E′ ∈ V�] ≥

1

2

, (3.9)

where F′ ∼
3/4,�′

F and E′ ∼
3/4,�′′

E .

To finish the lower bound, we need to lower bound the probability of 8 ∈ �′∩ �′′ , for F′ ∼
3/4,�′

F

and E′ ∼
3/4,�′′

E given that F′, E′ ∈ V� . Without conditioning on F′, E′ ∈ V� , each 8 is in �
′ ∩ �′′

with probability (3/4)2 . We show that the probability is not much lower even when conditioning
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on F′, E′ ∈ V� . From Claim 3.17, for all except 0: of the coordinates 8 ∈ �̄, the probability of 8

to be in �′ is at least 3/4 − 1/10 . Let ��′ be the set of coordinates such that Pr[8 ∈ �′] ≤ 3

4
− 1

10

and let ��′′ be the equivalent set for �
′′
. Then |� \ (��′ ∪ ��′′)| ≥ 200: − 0: − 0: .

Pr

8∈�,F′ ∼
3/4,�′

F,E′ ∼
3/4,�′′

E
[8 ∈ �′ ∩ �′′] ≥ Pr

8∈�

[
8 ∉ ��′ ∩ ��′′

] (
3

4

− 1

10

)
2

>
1

3

.

Combining the two equations, we lower bound the probability of �, under the distribution

8 ∈ �, F′ ∼
3/4,�′

F and E′ ∼
3/4,�′′

E,

Pr

8 ,F′,�′,E′,�′′
[�(�′, �′′, F′, E′, 8) | F′, E′ ∈ V�] = Pr

8 ,F′,�′,E′,�′′
[8 ∈ �′ ∩ �′′ | F′, E′ ∈ V�]

· Pr

8 ,F′,�′,E′,�′′
[ 5�(F′)8 ≠ 5�(E′)8 | F′, E′ ∈ V� , 8 ∈ �′ ∩ �′′]

≥ 1

3

· 1
2

≥ 1

6

.

Upper Bound. The fixed F, E, � satisfy PrE′ ∼
3/4,�′′

E [E′ ∈ V�] ≥ � and

Pr

F′ ∼
3/4,�′

F,E′ ∼
3/4,�′′

E

[
F′, E′ ∈ V� and 5�(F′)�̃

0:
0 5�(E′)�̃

]
≤ �2

10

,

where �̃ = � ∩ �′ ∩ �′′ .
Therefore,

Pr

F′ ∼
3/4,�′

F,E′ ∼
3/4,�′′

E

[
5�(F′)�̃

0:
0 5�(E′)�̃

���� F′, E′ ∈ V�

]
≤ 1

10

.

If 5�(F′)�̃
0:≈ 5�(E′)�̃ , then a uniform 8 ∈ � has probability of at most

0:
|� | ≤

0:
200:

≤ 1/20 to

be in a coordinate in which 5�(F′), 5�(E′) differ. Therefore,

Pr

8∈�,F′ ∼
3/4,�′

F,E′ ∼
3/4,�′′

E
[�(�′, �′′, F′, E′, 8) | F′, E′ ∈ V�] ≤

1

10

+ 1

20

<
1

6

,

which contradicts the lower bound. This completes the proof of Claim 3.19. �

Claim 3.20. For every excellent �,

Pr

8∈�̄,F,E∈[#]�̄
[P 5�(F)8 = P 5�(E)8 | F8 = E8] ≥ 1 − 103 .

Proof. Fix an excellent �. Claim 3.19 proves the agreement of P 5� on correlated inputs. In this

claim, we prove its agreement on uncorrelated inputs.
LetD′ be the distribution of picking D, E, F ∈ [#]�̄ and 8 ∈ �̄ defined as follows.
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1. Pick a uniform 8 ∈ �̄ .

2. Pick uniform F, E ∈ [#]�̄ such that F8 = E8 .

3. For every 9 ≠ 8, insert 9 into � with probability
1

2
independently.

4. For every 9 ∈ �̄ set D9 =

{
F 9 9 ∈ �
E 9 else

.

The distribution D′ produces F, E that are uncorrelated except that F8 = E8 . The pair F, D are

nearly 1/2-correlated (the only difference is the coordinate 8 in which D8 = F8 with probability 1).

We prove the claim by applying Claim 3.19 on the correlated pairs D, F and D, E, and get that with

high probability P 5�(D)8 = P 5�(F)8 and P 5�(D)8 = P 5�(E)8 , deducing that P 5�(F)8 = P 5�(E)8 .
The marginal distribution on F, D inD′ is very close to 1/2-correlated. The only difference

between the marginal distribution of F, D, � , 8 ∼ D′ and D ∼
1/2
F is that in D′ , F8 = D8 with

probability 1 and not 1/2 . In Claim 3.23 we prove that the probability of any event on D ∼
1/2,�

F

can increase by at most a factor of 2, for D, F, � ∪ {8} produced byD′ .
Therefore, we can use Claim 3.19 on F, D, � , 8 ∼ D′ and pay a factor of 2,

Pr

F,D,� ,8∼D′

[
P 5�(F)�∪{8}

3:
0 P 5�(D)�∪{8}

]
≤2 · 3&10 . (3.10)

The same holds also for E, D, �̄ \ � , 8 ∼ D′ .
For F, D, � , 8 ∼ D′ ,the coordinate 8 is a random coordinate in � ∪ {8}. Therefore, if

P 5�(F)�∪{8}
3:≈ P 5�(D)�∪{8} , then the probability of 8 be be such that P 5�(F)8 ≠ P 5�(D)8 is

at most
3:
|�∪{8}| . Each 9 ≠ 8 is in � with probability 1/2 independently, which lets us bound the

size of � by the Chernoff bound, Pr�[|� | < :/4] ≤ e

1

3·52

1

2
|�̄|

< & . If |� | > :/4 , then the probability

of a random 8 ∈ � to fall into the 3: disagreeing coordinates is at most 43: . Therefore,

Pr

F,D,� ,8∼D′
[P 5�(F)8 ≠ P 5�(D)8] ≤ Pr

F,D,� ,8∼D′

[
|� | < :

4

or P 5�(F)�∪{8}
3:
0 P 5�(D)∪{8}

]
+ 43: ≤ 6&10 + & + 43: < 53:. (3.11)

The same holds also for E, D, �̄ \ � , 8 .
Therefore, from equation (3.11) on F, D, � , 8 and E, D, �̄ \ � , 8,

Pr

8∈�̄
F,E∈[#]�̄

[P 5�(F)8 = P 5�(E)8 | F8 = E8] ≥ Pr

8 ,F,E,D∼D′
[P 5�(F)8 = P 5�(E)8 = P 5�(D)8]

≥1 − 53 − 53 .

�
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Claim 3.21. For every excellent �,

Pr

F∈[#]�̄ ,8∈�̄
[P 5�(F)8 = ,�(F)8] ≥ 1 − 203 .

Proof. Fix an excellent �. The function ,� is defined as the plurality of P 5�. This means that

for every F ∈ [#]�̄ and 8 ∈ �̄, if P 5�(F)8 ≠ ,�(F)8 , then P 5�(F)8 is not the most frequent value

P 5�(E)8 among all E such that E8 = F8 , i. e., PrE∈[#]�̄[P 5�(F)8 = P 5�(E)8 |F8 = E8] ≤ 1/2 .
This implies that

Pr

F,E∈[#]�̄ ,8∈�̄
[P 5�(F)8 ≠ P 5�(E)8 | F8 = E8] ≥

1

2

Pr

F∈[#]� ,8∈�̄
[P 5�(F)8 ≠ ,�(F)8] .

Therefore, by Claim 3.20,

Pr

F∈[#]� ,8∈�̄
[P 5�(F)8 ≠ ,�(F)8] ≤ 203: . �

Proof of Lemma 3.13. Fix an excellent �. For every F ∈ [#]�̄ , let �F ⊂ �̄ be the set of coordinates

�F =
{
8 ∈ �̄

�� ,�(F)8 ≠ P 5�(F)8
}
.

Let � ⊂ [#]�̄ be the set of inputs in which ,� is close to P 5�,

� =
{
F ∈ [#]�̄

��� |�F | ≤ 253:
}
.

By Claim 3.21 and averaging, PrF[F ∈ �] ≥ 1/5 .
Let � ⊂ [#]�̄ be the set of inputs in which ,� ,P 5� are far from each other,

� =
{
F ∈ [#]:′

�� |�F | ≥ 2:
}
.

Notice that �∩� = ) but there can be inputs that are neither in � nor in � (because 2 = 15000

and 3 = 200).

By Corollary 2.9,

Pr

F,E ∼
1/2,�

F
[F ∈ �, E ∈ �] ≥ Pr

E∈[#]�̄
[E ∈ �] 32 Pr

F∈[#]�̄
[F ∈ �] 52 ≥ 1

12

Pr

F∈[#]�̄
[F ∈ �] 52 .

We will show that P 5� has large disagreement on almost every
1

2
-correlated pair F, E such that

F ∈ �, E ∈ �, which lets us bound the size of �.

Typically, for E ∼
1/2,�

F, we get that |� ∩ �F | ≈ |�F |/2 . The probability of |� ∩ �F | ≥
(1/2 − 1/10) |�F | is nearly 1, by the Chernoff bound, PrE ∼

1/2,�
F [|� ∩ �F | < (1/2 − 1/10) |�F |] ≤

e

1

3·52

1

2
|�F |

.
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IfF ∈ � and E ∈ � and |�∩�F | ≥ (1/2 − 1/10) |�F | , itmust be thatP 5�(F)�
3:
0 P 5�(E)� . This

is because for E ∈ �, P 5�(E)�
253:≈ ,�(F)� . For F ∈ �, |�F | ≥ 2:, if |� ∩�F | ≥ (1/2 − 1/10) 2:,

then |� ∩ �F | ≥ 303:, i. e., P 5�(F)�
303:
0 ,�(F)� . The function ,� is a product function,

so ,�(F)� = ,�(E)� . So if P 5�(F)�
303:
0 ,�(F)� and P 5�(E)�

253:≈ ,�(F)� , it must be that

P 5�(F)�
3:
0 P 5�(E)� .

From the two equations above,

Pr

F∈[#]�̄ ,E ∼
1/2,�

F

[
F ∈ �, E ∈ � and |� ∩ �F | ≥

(
1

2

− 1

10

)
|�F |

]
≥ 1

12

Pr

F∈[#]�̄
[F ∈ �] 52 − e

−0: . (3.12)

That is, PrF∈[#]�̄ ,E ∼
1/2,�

F

[
P 5�(F)�

3:
0 P 5�(E)�

]
≥ 1

12
PrF∈[#]�̄[F ∈ �]

5

2 − e
−:

.

From Claim 3.19, PrF∈[#]�̄ ,E ∼
1/2,�

F

[
P 5�(F)�

3:
0 P 5�(E)�

]
≤ 3&10. Therefore,

1

12

Pr

F∈[#]�̄
[F ∈ �] 52 − e

−: ≤ 3&10 . (3.13)

This means that PrF∈[#]�̄[F ∈ �] ≤ 3&4
, and completes the proof of Lemma 3.13. �

Finally, we are left with proving the following claim, relating the standard 1/2-correlated
distribution to an almost correlated version in which one extra random coordinate is identical.

Definition 3.22. For every G ∈ [#]�̄ , we say that H is almost 1/2-correlated with G, denoted by

H ∼
1/2,��

G i it is chosen by the following process:

• Choose a uniform 8 ∈ �̄ and set � = {8}.

• Insert any 9 ≠ 8 into � with probability 1/2 independently.

• Set H� = G� , set the rest of H to be uniform.

Claim 3.23. For any event �(H, G, �) over G, H ∈ [#]�̄ and � ⊆ �̄,

Pr

H ∼
1/2,��

G
[�(H, G, �)] ≤ 2 Pr

H∈[#]: ,G ∼
1/2,�

H
[�(H, G, �)] .

Proof. Fix �(G, H, �) to be any event. For every G ∈ [#]: , let �G contain the tuples (G, �) such that

�(G, H, �) happens.
Fix G ∈ [#]: . For each (H, �) ∈ �H , by the definition of

1

2
-correlation,

Pr

I ∼
1/2,�′

G
[(I, �′) = (H, �)] =

(
1

2

) |� | (
1

2

) :−|� | (
1

#

) :−|� |
.
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For I, �′ that are almost
1

2
-correlated to H:

Pr

I ∼
1/2,�′�

G
[(I, �′) = (G, �)] = |� |

:

(
1

2

) |� |−1
(
1

2

) :−|� | (
1

#

) :−|� |
.

Therefore,

Pr

I ∼
1/2,�′�

H
[(I, �′) = (G, �)] ≤ 2 Pr

I ∼
1/2,�′

H
[(I, �′) = (G, �)] .

This implies that

Pr

H∈[#]: ,G ∼
1/2,��

H
[�(H, G, �)] = Pr

H∈[#]: ,G ∼
1/2,��

H

[
(G, �) ∈ �H

]
≤ 2 Pr

H∈[#]: ,G ∼
1/2,�

H

[
(G, �) ∈ �H

]
,

which finishes the proof. �

4 Global structure for sets

Up until now we have considered functions 5 : [#]: → ["]: whose inputs are ordered tuples

(G1 . . . , G:) ∈ [#]: . We now move to consider functions 5 :

([#]
:

)
→ ["]: whose inputs are

unordered sets {G1 , . . . , G:} ∈
([#]
:

)
. In this setting assume that # � : (for tuples no such

assumption is made).

To each subset ( = {B1 , . . . , B:} the function 5 assigns 5 (() ∈ ["]: . We view 5 (() as a “local
function” on (, assigning a value in ["] to every 0 ∈ (. We denote by 5 (()0 the value that 5 (()
assigns to 0. For a subset, ⊂ (, we denote by 5 ((), the outputs of 5 corresponding to the

elements in, .

There are straightforward analogs to Theorem 1.1 and Theorem 3.9 which we present and

prove in this section. Interestingly, in the case of sets deducing global structure from restricted

global structure is quite easier than it is for tuples.

First, let us present the Z-test for sets from [13] when C = :/10 . Let agr
/B4C
:/10

( 5 ) be the success
probability of this test. This is the same test as Test 3 from the introduction with C = :/10 .

For convenience, we write again Theorem 1.5 from the introduction.

Theorem 4.1 (Global Structure for Sets, restated). There exist a small constant 2 > 0, such that for
every constant � > 0, large enough : ∈ ℕ and # > e

2�: , " ∈ ℕ, if the function 5 :

([#]
:

)
→ ["]:

passes Test 3 with probability agr/B4C
:/10

( 5 ) = & > e
−2�: , then there exists a function , : [#] → ["] such

that
Pr

(

[
5 (() �:≈ ,(()

]
≥ & − 4&2 .

To prove the theorem, we first “translate” the restricted global structure theorem for tuples

to a theorem on sets, and then use it to prove the global structure.
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Test 4: Z-test for functions over sets, with C = :/10 (3-query test)

1. Choose a random set, ⊂ [#] of size :/10 .

2. Choose random +,,, -, . ⊂ [#], such that

|, | = |+ | = :/10 , |- | = |. | = 9:/10 and

- ∩, = . ∩, = . ∩+ = ∅ .

3. Accept if 5 (- ∪,), = 5 (. ∪,), and

5 (. ∪,). = 5 (. ∪+). .

- ,

. +

Denote by agr/B4C
:/10

( 5 ) the success probability of 5 on this test.

4.1 Restricted global structure for sets

We define analogous definitions for good restrictions and DP restrictions for functions on sets.

To make the reduction proof simpler, we use a constant � ∈
[
1 − :2/#, 1

]
(i. e., almost 1). Fix a

function 5 :

([#]
:

)
→ ["]: such that agr

/B4C
:/10

( 5 ) = & > e
−2�:

.

Definition 4.2 (Good pair). A pair -,, ⊂ [#], |- | = 9:/10, |, | = :/10, - ∩, = ∅ is good if

Pr

.
[ 5 (- ∪,), = 5 (. ∪,), | . ∩, = ∅] > &

2

� .

Definition 4.3 (-DP pair). A pair -,, ⊂ [#], |- | = 9:/10, |, | = :/10, - ∩, = ∅ is an -DP

pair if it is good, and if there exists a function ,-,, : [#] → ["] such that

Pr

.

[
5 (. ∪,).

3:
0 ,-,, (.)

���� . ∩, = ∅, 5 (- ∪,), = 5 (. ∪,),
]
≤ 2&2 .

Notice that in the case of a function on sets, there is a single function ,-,, : [#] → ["],
instead of 9:/10 different functions in the case of tuples.

Lemma 4.4 (Restricted global structure for sets). There exists a small constants 2 > 0, such that for
every constant  > 0, large enough : ∈ ℕ and # > e

2�: , " ∈ ℕ, the following holds.
For every function 5 :

([#]
:

)
→ ["]: , if agr/B4C

:/10

( 5 ) = & > e
−2: , then at least (1 − &2 − :2/#) of

the good pairs,, - are -DP pairs.

This lemma is an analog to Theorem 3.9, and we prove it by a reduction from it. For every

5 :

([#]
:

)
→ ["]: we define a function 5 ′ : [#]: → ["]: ∪ ⊥ that equals ⊥ if the input has two

identical coordinates, and identifies with 5 everywhere else. For # � :, almost all inputs don’t

have two identical coordinates, and 5 ′, 5 are equal on these inputs.

Using Theorem 3.9, we derive a restricted global structure on 5 ′ . Since 5 equals 5 ′ almost

always, we find an equivalence between an -DP pair -,, to an -DP restriction �. For every
-DP restriction � we have the direct product function ,� = (,8)8∈�̄ , ,8 : [#] → ["]. We build
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a restricted global function ,-,, : [#] → ["] by taking the most frequent value among the

functions (,8)8∈�̄ . Note that even though 5 ′ is permutation invariant, the functions (,8)8∈�̄are
not necessarily identical.

Since the proof is technical, and its main points are described in the paragraph above, we

defer it to Appendix A.

4.2 Global structure for sets

The proof is very similar to the proof of lemma 3.16 in [13].

Proof of Theorem 1.5. Fix a function 5 :

([#]
:

)
→ ["]: that passes Test 4 with probability &, denote

 = �/5 . Let,, - ⊂ [#] be the subsets chosen on Test 4.

If Pr. [ 5 (- ∪,), = 5 (. ∪,), | . ∩, = ∅] < &
2
� , then the test rejects with probability at

least 1 − &
2
� . The function 5 passes the test with probability &, so the test must succeed with

probability at least & on,, - such that Pr. [ 5 (- ∪,), = 5 (. ∪,), | . ∩, = ∅] > &
2
� , i. e.,

on good pairs.

Using Lemma 4.4, at least (1 − 2&2 − :2/#) of the good pairs are -DP pairs. Fix an -DP

pair,, -, and let , = ,-,, : [#] → ["] be the direct product function associated with,, -.

LetV be all the sets . that are consistent with,, -,

V =

{
. ∈

(
[#]

9:/10

) ���� . ∩, = ∅, 5 (- ∪,), = 5 (. ∪,),
}
.

We use the third query to show that this , is in fact a global direct product function which is

close to 5 , i.e that 5 (() ≈ ,(() for about an &-fraction of the sets ( ∈
([#]
:

)
.

Let � be the set of inputs for which 5 , , are close,

� =

{
( ∈

(
[#]
:

) ���� 5 (() �:≈ ,(()
}
.

Suppose that instead of running Test 4 as is, we choose .,+ by the following process:

1. Choose a uniform ( ∈
([#]
:

)
.

2. Choose . to be a uniform 9:/10 subset of (.

3. Set + = ( \ . and return (.,+).
If the process outputs . such that . ∩, ≠ ∅, we assume that the test rejects. The probability of

this event is less than :2/# , and if it does not happen, the process generates the test distribution.

Therefore, 5 passes the test where .,+ are chosen using the above process with probability

at least & − :2/# . We prove the claim by proving that conditioning on ( ∉ �, the success

probability of the test is much lower than &. We deduce that the probability of ( ∈ � must be

close to &.
The test passes if . ∈ V and 5 (. ∪,). = 5 (. ∪+). . We prove that for ( ∉ �, with high

probability both 5 (. ∪+).
3:
0 ,(.) and 5 (. ∪,).

3:≈ ,(.), and the test fails.
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1. If . ∉V, the test fails. For every . ∈ V, Lemma 4.4 states that 5 (. ∪,).
3:≈ ,(.)with

probability 1 − 2&2
. Conditioning on ( ∉ � does not increase the probability by much

(where we assume that � is small, else there is nothing to prove),

Pr

.

[
5 (. ∪,).

3:
0 ,(.)

���� . ∈ V , ( ∉ �]
≤ 2&2

1

Pr[( ∉ �] ≤ 3&2 . (4.1)

2. For every set ( let �( = {8 ∈ [:] | 5 (()8 ≠ 5 (()8} . For ( ∉ �, |�( | > 5:. The set . is

a random subset of ( of size 9:/10 . Therefore, for ( ∉ �, by the tail bound (Fact 2.4),

Pr.⊂( [|. ∩ �( | ≤ 3: | ] ≤ e
− :

4 . By definition, if |. ∩ �( | ≥ 3:, then 5 (().
3:
0 ,(.) .

That is, for ( ∉ �, Pr.⊂(

[
5 (().

3:≈ ,(.)
]
≤ e
− :

4 .

From the two items above,

Pr[Test passes|( ∉ �] = Pr [. ∈ V and 5 (, ∪ .). = 5 (+ ∪ .). | ( ∉ �]

≤ Pr

.

[
5 (. ∪,).

3:
0 ,(.) and . ∈ V

���� ( ∉ �]
+ Pr

.⊂(

[
5 (().

3:≈ ,(.)
���� ( ∈ �]

≤ 3&2 + e
− :

4 .

We assume that 5 passes the test with probability & − :2/# ,

Pr[Test passes] = Pr[Test passes and ( ∈ �] + Pr[Test passes and ( ∉ �] .

Therefore,

Pr[( ∈ �] ≥ & − :
2

#
− 3&2 − e

− 1

4
: ≥ & − 4&2 ,

which finishes the proof. �

In the introduction, we stressed that in order to extend the restricted global structure into a

global structure, the restricted global structure theorem has to be “strong,” i. e., the probability

of 5 (. ∪,).
3:
0 ,-,, (.) should be strictly smaller than &, it is 2&2

in our case. If the local

structure was not strong and the bound in (4.1) would have been larger than &, then all the

success probability of the test could come from sets such that 5 (()
5:
0 ,((). In this case, we

could not have deduced that � is large and , is close to a direct product function. This is the

situation in the local structure theorem of [8].

THEORY OF COMPUTING, Volume 19 (3), 2023, pp. 1–56 31

http://dx.doi.org/10.4086/toc


IRIT DINUR AND INBAL LIVNI NAVON

5 Global structure for tuples

In this section, we prove our main theorem – global structure for tuples. The proof uses the

restricted global structure, Theorem 3.9. For convenience, we write again the test and theorem

from the introduction.

Test 1: Z-test with parameter C = :/10 (3-query test)

1. Choose �, �, � to be a random partition of [:],
such that |�| = |�| = :/10 .

2. Choose uniformly at random G, H, I ∈ [#]: such
that G� = H� and H� = I� .

3. Accept if 5 (G)� = 5 (H)� and 5 (I)� = 5 (H)� .

� � �

G

H

I

Denote by agr/
:/10

( 5 ) the success probability of 5 on this test.

LetDz
be the distribution over �, �, �, G, H, I as described above in the test.

Theorem 5.1 (Main theorem – Global Structure for tuples, restated). For every #, " > 1, there
exists a small constant 2 > 0 such that for every constant � > 0 and large enough :, if 5 : [#]: → ["]:
is a function that passes Test 1 with probability & = agr/

:/10

( 5 ) ≥ e
−2�2: , then there exist functions

(,1 , . . . , ,:) , ,8 : [#] → ["] such that

Pr

G∈[#]:

[
5 (G) �:≈ (,1(G1), . . . , ,:(G:))

]
≥ &

10

.

Fix a function 5 : [#]: → ["]: , such that agr
/
:/10

( 5 ) = & ≥ e
−2�2:

.

Similar to the proof of the restricted global structure, in the proof we use several values for

the slack parameter �. These are constant multiples of each other, and are denoted by �0 ,�1 etc.

Our proof of Theorem 1.1 relies on Theorem 3.9. The theorem states that many restrictions �
are DP restrictions (see Definition 3.6). Fix �0 = �/10000 . We apply theorem Theorem 3.9 with

the slack parameter  = �0 . For every �0-DP restriction �, we denote by ,� the direct product
function corresponding to �.

For the proof, we need a few definitions.

Definition 5.2 (Successful set). For every G ∈ [#]: , a set � ⊂ [:], |�| = :/10 , is successfulwith

respect to G if

1. PrH,�,I∼Dz
|�,G
[Test 1 succeeds] ≥ &/3 .

2. � = (�, G� , 5 (G)�) is a �0-DP-restriction.
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Definition 5.3 (Consistent functions). Let (1 , (2 ⊂ [:] and let , : [#](1 → ["](1
and ,′ :

[#](2 → ["](2
be two direct product functions. We say that , , ,′ are �-consistent if for a

uniform 8 ∈ (1 ∩ (2 and 1 ∈ [#],
Pr

8 ,1

[
,8(1) ≠ ,′8(1)

]
≤ � .

We prove the main theorem in Section 5.1, and prove the lemmas used in the proof in the

next sections.

5.1 Proof of Theorem 1.1

Let 5 : [#]: → ["]: be a function that passes Test 1 with probability &.
By Theorem 3.9, a restriction � = (�, G� , 5 (G)�) is a �0-DP-restriction with probability at

least &/2 · (1 − &2) . We denote by ,� : [#]�̄ → ["]�̄ the DP function associated with �.
We start by finding a single string G which is “globally good”. Fix �1 = 60�0 .

Lemma 5.4. There exists G ∈ [#]: , such that
1. Pr� [� is successful with respect to G] ≥ &/4 .

2. Pr
�1 ,�2∈( [:]:/10

) [�1 , �2 are successful w.r.t. G and ,�1
, ,�2

are �1-consistent] ≥ &5 , where the tu-
ples are �1 = (�1 , G�1

, 5 (G)�1
) and �2 = (�2 , G�2

, 5 (G)�2
) .

The proof appears on Section 5.2.

We fix the string G ∈ [#]: promised from Lemma 5.4. LetA ⊂
( [:]
:/10

)
be the set of sets that

are successful with respect to G. For every � ∈ A, let ,� : [#]�̄ → ["]�̄ be the direct product

function ,� , for � = (�, G� , 5 (G)�) .
Theorem 5.5. For all integers #, " ∈ ℕ and large enough : ∈ ℕ, and all small constants �, � > 0

such that � > e
− 1

3
�2: , the following holds. LetA ⊂

( [:]
:/10

)
be a set of sets, and let ℱ = {,� : [#]�̄ →

["]�̄}�∈A be a family of direct product functions. If

Pr

�1 ,�2∈( [:]:/10
)
[�1 , �2 ∈ A and ,�1

, ,�2
are �-consistent] ≥ � ,

then there exists a global function , : [#]: → ["]: such that

Pr

�∈( [:]:/10
)
[� ∈ A and ,� , , are 50�-consistent] ≥ 1

4

� .

We prove the theorem in Section 5.3 (in fact we prove a slightly stronger statement).

The family {,�}�∈A satisfies the conditions of the theorem, with parameters � = &5
and

� = �1 . Let , : [#]: → ["]: be the direct product function promised from the theorem. Fix

�3 = 160�1 . We finally claim that , is the required global DP function,

Lemma 5.6. PrI∈[#]:

[
5 (I) �3:≈ ,(I)

]
≥ &

10
.

The proof appears in Section 5.4. This finishes the proof since �3 < � .
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5.2 Consistency between restricted global functions

In this section we find a string G ∈ [#]: which is “globally good”, proving Lemma 5.4.

Claim 5.7. There exists G ∈ [#]: such that
1. Pr�,H,�,I∼Dz

|G
[Test 1 passes] ≥ &/3 and,

2. Pr� [� is successful w.r.t. G] ≥ &
3
.

Proof. Let � = (! ∪ ', �) be the full bipartite graph, with vertex sets ! =
( [:]
:/10

)
and ' = [#]: .

Let $ : �→ [0, 1] be a function matching each edge (�, G) the success probability of Test 1 given

that �, G are chosen, i. e., $(�, G) = PrH,�,I∼Dz
|�,G
[Test 1 passes] . Then E(�,G)∈�[$(�, G)] ≥ & .

Suppose that for each edge 4 with $(4) ≤ &/2 , we change $(4) to 0. The expected value of $
is reduced by at most &/2 , i. e., E(�,G)∈�[$(�, G)] ≥ &/2 . All the edges (�, G) that remain with

positive value $ are of edges (�, G) such that � = (�, G, 5 (G)�) is good2.

We further change $(4) to 0 for all edges 4 = (�, G) such that � = (�, G� , 5 (G)�) is not a
�0-DP restriction. From Theorem 3.9, a good � ∼ D is a DP-restriction with probability at least

1 − &2
. The distribution � ∼ D corresponds to a uniform choice of (�, G) ∈ �. Therefore, we

have changed $(4) to 0 on at most &2
fraction of the edges. The maximal value of $ is 1, so this

step reduces the expectation of $ over � by at most &2
, and E(�,G)∈�[$(�, G)] ≥ &/2 − &2 ≥ &/3 .

Let G be a vertex which maximizes E�[$(�, G)], then

Pr

�,H,�,I∼Dz
|G

[
Test 1 passes

]
≥ E

�
[$(�, G)] ≥ &

3

.

All edges (�, G) such that $(�, G) > 0 are such that � is successful with respect to G, so

Pr

�
[� is successful w.r.t. G] = Pr

�
[$(�, G) > 0] ≥ &

3

,

where the last inequality holds because the maximal value of $ is 1. �

In the rest of this subsection, we fix an G satisfying the properties of Claim 5.7. For every

set � that is successful with respect to G, denote by ,� : [#]�̄ → ["]�̄ the function ,� for

� = (�, G� , 5 (G)�) . Denote byZ� the set

Z� =

{
I ∈ [#]:

����� 5 (I)�̄
�

1
:

3≈ ,�(I�̄)
}
.

Note that the setZ� might be all of [#]: .
We prove in the next claim that if � is successful with respect to G, then ,� is consistent

with the original function 5 . This consistency is much stronger than what is guaranteed by

Theorem 3.9. By Theorem 3.9, ,� , 5 are consistent on a set of inputs contained in the set{
F ∈ [#]:

�� F� = G�} . In the claim below, we prove that ,� , 5 are consistent on Ω(&) fraction
of [#]: , which is a much larger set.

2There may also be good tuples with value 0, if Test 2 passes with probability larger than &/2 but Test 1 doesn’t.
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Claim 5.8. For every � that is successful with respect to G,

Pr

I∈[#]:
[I ∈ Z�] ≥

&
4

.

Proof. Fix an � that is successful with respect to G, and assume for a contradiction that

PrI∈[#]: [I ∈ Z�] < &/4 . For every I, let �I =
{
8 ∈ �̄

�� 5 (I)8 ≠ ,�,8(I8)
}
, then for I ∉ Z� ,

|�I | ≥ :�1/3 .
Let H, I, � ∼ Dz |�, G . Suppose H is such that 5 (H)�̄

�0:≈ ,�(H�̄) . The test passes if

5 (H)� = 5 (I)� , which implies (since � ⊂ �̄) that also 5 (I)�
�0:≈ ,�(H�̄)� . The function ,� is a

product function and H� = I� , so ,�(H�̄)� = ,�(I�̄)� and we get from the previous inequality

that

5 (I)�
�0:≈ ,�(H�̄)� = ,�(I�̄)� .

From the definition of �I , this only happens if |�I ∩ �| ≤ �0: . To summarize, if the test passes

and H is such that 5 (H)�̄
�0:≈ ,�(H�̄) , it must be that |�I ∩ �| ≤ �0: .

From the above paragraph,

Pr

�,H,I∼Dz
|�,G

[Test passes|I ∉ Z�] = Pr

�,H,I

[
Test passes and 5 (H)�̄

�0:
0 ,�(H�̄)

���� I ∉ Z�

]
+ Pr

�,H,I

[
Test passes and 5 (H)�̄

�0:≈ ,�(H�̄)
���� I ∉ Z�

]
≤ Pr

H

[
5 (H)�̄

�0:
0 ,�(H�̄)

���� 5 (G)� = 5 (H)� , I ∉ Z�

]
+ Pr

�,I
[|� ∩ �I | ≤ �0: | I ∉ Z�] .

We bound the two expressions. For the first, from Theorem 3.9,

Pr

H

[
5 (H)�̄

�0:
0 ,�(H�̄)

���� 5 (G)� = 5 (H)�
]
≤ &2.

Conditioning on I ∉ Z� , which occurs with probability at least 1 − &
4
, increases the probability

by a factor of at most
1

1− &
4

< 2 .

For the second expression, the set � is a random subset of �̄ of size :/10 , and |�I | ≥ :�1/3 =
20�0: . Using the Hoeffding bound for random subset (Fact 2.4),

Pr

�,I
[|� ∩ �I | ≤ �0: | I ∉ Z�] ≤ e

− �
1
:

20 < &2 .

We conclude that

Pr

�,H,I∼Dz
|�,G

[Test passes|I ∉ Z�] ≤ 3&2 .
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This implies that

Pr

�,H,I∼Dz
|�,G

[Test passes] ≤ Pr

�,H,I∼Dz
|�,G

[Test passes|I ∉ Z�] + Pr

I
[I ∈ Z�]

≤3&2 + &
4

<
&
3

.

This contradicts � being successful with respect to G. �

In the introduction, we explained the difference between our restricted global structure

and the result of [8]. In our result, Theorem 3.9, 5 (H)�̄ ≈ ,�(H) for 1 − &2
of H ∈ V� (for

� = (�, G� , 5 (G)�) , whereas in their result this probability was not as overwhelmingly close to 1.

We require this for proving the above claim, as well as for proving the global structure.

Claim 5.9.

Pr

�1 ,�2∈( [:]:/10
)

[
|Z�1

∩Z�2
| ≥ &2

32

# :

���� �1 , �2 are successful w.r.t. G
]
≥ &2

32

.

Proof. Let �1 , �2 be two uniform sets that are successful with respect to G, then

E
�1 ,�2

[|Z�1
∩Z�2

|] =
∑
I∈[#]:

E
�1 ,�2

[I(I ∈ Z�1
∩Z�2

)]

=
∑
I∈[#]:

E
�1 ,�2

[I(I ∈ Z�1
)I(I ∈ Z�2

)]

=
∑
I∈[#]:

E
�
[I(I ∈ Z�)]2 ,

where I is an indicator. The last equality holds since �1 , �2 are independent uniform sets that

are successful with respect to G.

By Cauchy Schwarz,

©«
∑
I∈[#]:

#−
:
2 E
�
[I(I ∈ Z�)]ª®¬

2

≤ ©«
∑
I∈[#]:

#−:
ª®¬ ©«

∑
I∈[#]:

E
�
[I(I ∈ Z�)]2ª®¬

=1 ·
∑
I∈[#]:

E
�
[I(I ∈ Z�)]2 .

From Claim 5.8, for every � which is successful with respect to G, PrI [I ∈ Z�] ≥ &/4 . This
means that for every such �,

∑
I I(I ∈ Z�) ≥ # :&/4 . This also holds for a uniform � that is

successful with respect to G. Combining it together with the above equations,

E
�1 ,�2

[|Z�1
∩Z�2

|] =
∑
I∈[#]:

E
�
[I(I ∈ Z�)]2 ≥

(∑
I

#−
:
2 E
�
[I(I ∈ Z�)]

)
2

≥
( &
4

#
:
2

)
2

.
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The maximal value of |Z�1
∩Z�2

| is # :
, therefore by averaging

Pr

�1 ,�2

[
|Z�1

∩Z�2
| ≥ &2

32

# :

]
≥ &2

32

.

�

Claim 5.10. For every �1 , �2 ∈
( [:]
:/10

)
such that |Z�1

∩Z�2
| ≥ # :&2/32 , the functions ,�1

, ,�2
are

�1-consistent.

Proof. Fix �1 , �2 such that |Z�1
∩ Z�2

| ≥ # :&2/32 . Let ( = [:] \ {�1 ∪ �2} . ( is the set of

coordinates both ,�1
, ,�2

are defined on, and |( | ≥ 0.8: .

Assume for a contradiction that ,�1
, ,�2

are not �1-consistent, i. e.,

Pr

8∈(,1∈[#]
[,�1 ,8(1) ≠ ,�2 ,8(1)] > �1 .

By the Chernoff tail bound (Fact 2.3),

Pr

I∈[#]:

[
,�1
(I�̄1

)(
2

3
�1:
≈ ,�2

(I�̄2

)(
]
≤ e
− 1

10
�1: . (5.1)

We can use the Chernoff bound on the different coordinates 8 ∈ ( because the functions ,�1
, ,�2

are direct product functions, so their output on different coordinates is independent.

Any input I ∈ Z1 ∩ Z2 satisfies both 5 (I)�̄1

1

3
�1:
≈ ,�1

(I�̄1

) and 5 (I)�̄2

1

3
�1

≈ ,�2
(I�̄2

) which

implies that ,�1
(I()

2

3
�1:
≈ ,�2

(I() . That is,

Pr

I∈[#]:

[
,�1
(I�̄1

)(
2

3
�1:
≈ ,�2

(I�̄2

)(
]
≥ Pr

I∈[#]:
[I ∈ Z�1

∩Z�2
] ≥ &2

32

,

which contradicts (5.1). �

Proof of Lemma 5.4. Let G ∈ [#]: be the input promised from Claim 5.7.

A set � is successful with respect to G with probability at least
&
3
. From Claim 5.9,

Pr

�1 ,�2∈( [:]:/10
)

[
|Z�1

∩Z�2
| ≥ &2

32

# :

���� �1 , �2 are successful w.r.t. G

]
≥ &2

32

.

By Claim 5.10, such sets �1 , �2 are �1 consistent, i. e.,

Pr

�1 ,�2∈( [:]:/10
)

[
,�1 , ,�2

are �1 consistent

�� �1 , �2 are successful w.r.t. G
]
≥ &2

32

.

Therefore, the probability of �1 , �2 to be successful with respect to G and �1 consistent is at least( &
4

)
2 &2

32
> &5

. �
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5.3 Agreement theorem in the dense case

In this section we prove Theorem 5.5, which is an agreement theorem for functions. In fact, we

prove a more general version of the theorem, Theorem 5.13 below.

Let Σ be an alphabet with a distance function dist : Σ × Σ→ [0, 1] that satisfies the triangle
inequality, i. e., dist(G, H) + dist(H, I) ≥ dist(G, I) for all G, H, I ∈ Σ. We look at a family of

functions ℱ = { 5( : (→ Σ}
(∈( [:]

9:/10
) .

Definition 5.11. The difference between 5(1
, 5(2
∈ ℱ , denoted by Δ( 5(1

, 5(2
) , is defined by the

equation

Δ( 5(1
, 5(2
) = E

8∈(1∩(2

[dist( 5(1
(8), 5(1

(8))] .

The difference between 5( ∈ ℱ and a function , : [:] → Σ is defined by the equation

Δ( 5( , ,) = E
8∈(
[dist( 5((8), ,(8))] .

Definition 5.12. The agreement of the collection of local functions ℱ regarding the uniform

distribution with parameter �, denoted by agree�(ℱ ) is defined by the equation

agree�(ℱ ) = Pr

5(
1
, 5(

2
∈ℱ
[Δ( 5(1

, 5(2
) < �] .

Theorem 5.13. For every small constant � ∈ (0, 1), large enough : ∈ ℕ, every � > e
− 1

3
�2: , and every

alphabet Σ with a distance measure 38BC : Σ × Σ→ [0, 1] the following holds.
If a collection of local functions ℱ = { 5( : ( → Σ}

(∈( [:]
9:/10
) has agree�(ℱ ) > � , then there exists a

global function , : [:] → Σ such that

Pr

(∈( [:]
9:/10
)
[Δ( 5( , ,) ≤ 50�] ≥ 1

4

� .

Claim 5.14. Theorem 5.13 implies Theorem 5.5.

Proof. Let #, ", : ∈ ℕ, and letA ⊂
( :]
:/10

)
be a set of sets. Let {,�}�∈A ,∀�, ,� : [#]�̄ → ["]�̄

be a family of direct product functions satisfying the conditions of Theorem 5.5.

Set Σ = ["]# ∪ ⊥. For every � ∈ A and every direct product function ,� : [#]�̄ → ["]�̄ ,
,� = (,8)8∈�̄ , we define 5�̄ : �̄→ ["]# by

∀8 ∈ �̄ 5�̄(8) = the truth table of ,8 .

Since ,8 : [#] → ["], its truth table is in ["]# . For every � ∉ A we set 5�̄ to equal ⊥ on all

inputs.

We define the distance measure inside Σ as follows,

∀�, �′ ∈ Σ dist(�, �′) =
{

Pr8∈[#][�8 ≠ �′
8
] if �, �′ ≠ ⊥

1 otherwise.
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The distance is the normalized Hamming distance for strings that are not ⊥.
We show that the collection of functions { 5(}(∈( [:]

9:/10
) satisfies the conditions of Theorem 5.13.

If �1 , �2 ∈ A and ,�1
, ,�2

are �-consistent, then by definition Δ( 5�̄1

, 5�̄2

) < � , thus by the

assumptions of Theorem 5.5, agree�(ℱ ) > �.

Let , : [:] → Σ be the function promised from Theorem 5.13. Then Δ( 5( , ,) ≤ 50� for at

least a �/4 fraction of the sets ( ∈
( [:]
9:/10

)
, let this set of functions be ℱ ′ . Every function 5( ∈ ℱ ′

must correspond to some ,(̄ for (̄ ∈ A, since for other sets (, 5( equals ⊥ and is at distance 1

from any other function.

Let ,′ : [#]: → ["]: be the direct product function that for every 8 ∈ [:] has ,′
8

: [#] → ["]
be the functions defined by ,(8). If there is 8 such that ,(8) = ⊥, we define ,′

8
arbitrarily. By

Theorem 5.13, for every 5( ∈ �, (̄ ∈ A and ,(̄ , , are 50�-consistent. �

We now prove Theorem 5.13. In order to prove the theorem, it is helpful to look at the sets

( ∈
( [:]
9:/10

)
as vertices in a graph. Let G = (+, �( ∪ �, ) to be the graph with the vertex set

+ =
( [:]
9:/10

)
, and two edge sets, weak edges and strong edges.

Definition 5.15. For every two sets (1 , (2 ∈ + ,

1. (1 , (2 are connected by a strong edge, denoted by (1 − (2 , if Δ( 5(1
, 5(2
) < �.

2. (1 , (2 are connected by a weak edge, denoted by (1 ∼ (2 , if Δ( 5(1
, 5(2
) < 10�.

If (1 , (2 are not connected by a weak edge, we denote (1 6∼ (2 .

We want to find a very dense set of vertices in G. Such a subset will allow us to define a

global function ,. We start by showing that there are many vertices with high degree in G.

Claim 5.16. There exists a set S ⊂ + of measure at least �/2 , such that for every ( ∈ S

Pr

(′∈+
[( − (′] ≥ 1

2

� .

Proof. Let

S =
{
( ⊆ +

���� Pr

(′
[( − (′] ≥ 1

2

�

}
.

By averaging

� ≤ Pr

(1 ,(2

[(1 − (2]

≤ Pr

(1

[(1 ∈ S] Pr

(1 ,(2

[(1 − (2 | (1 ∈ S] + Pr

(1

[(1 ∉ S] Pr

(1 ,(2

[(1 − (2 | (1 ∉ S]

≤ Pr

(1

[(1 ∈ S] +
1

2

�

(
1 − Pr

(1

[(1 ∈ S]
)
.

Then Pr(1
[(1 ∈ S] ≥ �/2 . �
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Strong connectivity is not transitive, but we can have an “almost transitive” property by

considering both strong and weak edges.

Claim 5.17. For (, (1 , (2 ∈ + uniformly and independently,

Pr

(,(1 ,(2

[( − (1 , ( − (2 , (1 6∼ (2] ≤ 2e
−�2: .

From the claim we get that if ( is connected to (1 , (2 by a strong edge, then almost always

(1 , (2 are connected by a weak edge.

Proof. Fix (1 , (2 ∈ + to be two vertices such that (1 6∼ (2 (if there are no such vertices, the

probability is 0 and we are done). For every 8 ∈ [:] let 38 ∈ [0, 1] be

38 =

{
dist( 5(1

(8), 5(2
(8)) if 8 ∈ (1 ∩ (2

0 otherwise.

Since (1 6∼ (2 ,

∑
8∈[:] 38 ≥ (8:/10) · 10� = 8�: (the minimal size of (1 ∩ (2 is 8:/10).

If ( is a set that is strongly connected to both (1 and (2 , then by the triangle inequality∑
8∈(∩(1∩(2

dist( 5(1
(8), 5(2

(8)) ≤
∑

8∈(∩(1∩(2

dist( 5((8), 5(1
(8)) + dist( 5((8), 5(2

(8)) ≤ 2�: .

That is,

∑
8∈( 38 ≤ 2�: .

The set ( is a uniform subset of [:] of size 9:/10 . Using the Hoeffding bound for random

sampling without replacement (Fact 2.5)

Pr

(
[( − (1 and ( − (2] ≤ Pr

(

[∑
8∈(

38 ≤ 2�:

]
≤ e
−2�2: .

Since the bound holds for every (1 6∼ (2 , then it holds also for the uniform distribution over sets

(1 , (2 . �

From the last two claims, Claim 5.16 and Claim 5.17, we conclude that there is a high degree

vertex in + whose neighbors form a very dense graph with respect to weak edges.

Claim 5.18. There exists a set ( ∈ S such that

Pr

(1 ,(2∈V
[(1 ∼ (2 | (1 − (, (2 − (] ≥ 1 − � .

Proof. From Claim 5.16, we know that if we choose (, (1 , (2 ∈ + independently,

Pr

(,(1 ,(2

[( ∈ S , ( − (1 , ( − (2] ≥ Pr

(
[( ∈ S] Pr

(,(1

[( − (1 | ( ∈ S]2 ≥
( �
2

)
3

.
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From Claim 5.17, on the same distribution

Pr

(,(1 ,(2

[( − (1 , ( − (2 , (1 6∼ (2] ≤ e
−2�2: .

Therefore

Pr

(,(1 ,(2

[(1 6∼ (2 | ( ∈ S , ( − (1 , ( − (2] ≤
(
2

�

)
3

e
−2�2: .

Since � > e
− 1

3
�2:

, the bound on the probability

(
2

�

)
3

e
−2�2:

is tiny and surely smaller than �.
By averaging, there must be ( ∈ S that achieves this bound. �

Claim 5.19. Let � ⊂ + satisfy Pr(∈+ [( ∈ �] ≥ �/2 , then the number of indices 8 ∈ : such that
Pr(∈� [8 ∈ (] ≤ 1/2 is at most �:.

Proof. Let � ⊂ [:] be the set

� =

{
8 ∈ [:]

���� Pr

(∈�
[8 ∈ (] ≤ 1

2

}
.

If we pick a completely uniform ( ∈
( [:]

9

10
:

)
, then E( [|( ∩ � |] = 9

10
|� |.

Using the the Hoeffding bound for random subset (Fact 2.4), Pr(

[
|( ∩ � | ≤ 2

3
|� |

]
≤ e
− |� |

100 .

If instead we pick a uniform subset in ( ∈ �, the probability of the event |( ∩ � | ≤ 2

3
|� | may

increase by a factor of 2/� .

Pr

(∈�

[
|( ∩ � | ≤ 2

3

|� |
]
≤ 2

�
e
− |� |

100 .

By the definition of �, for each 8 ∈ �, Pr(∈� [8 ∈ (] ≤ 1

2
, so E(∈� [|( ∩ � |] ≤ |� |/ . From

averaging Pr(∈� [|( ∩ � | ≤ 2|� |/3] ≥ 1/4.
Combining the two bounds, we get that 2/� · e−

|� |
100 ≥ 1/4 , which means that |� | ≤ �: (recall

that � > e
−�2:

and � is a small constant). �

Proof of Theorem 5.5. Let (̃ ∈ S be the vertex promised from Claim 5.18, and denote by � its

strong neighbors,

� =
{
( ∈ +

�� ( − (̃} .
The measure of � is at least

�
2
and Pr(1 ,(2∈�[(1 6∼ (2] ≤ �, which implies that

E
(1 ,(2∈�

[Δ( 5(1
, 5(2
)] ≤1 · Pr

(1 ,(2∈�
[(1 6∼ (2] + E

(1 ,(2∈�
[Δ( 5(1

, 5(2
) | (1 ∼ (2] ≤ � + 10� . (5.2)

We define our direct product function , : [:] → Σ as follows.

∀8 ∈ [:] ,(8) = arg min

�∈Σ

{
E

(∈� s.t. 8∈(
[dist( 5((8), �)]

}
.

Ties are broken arbitrarily. If there is no ( ∈ � such that 8 ∈ (, we set ,(8) to an arbitrary value.
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We prove that the function , satisfies the theorem requirements. It is enough to prove that

Δ(, , 5() < 50� for half of the sets ( ∈ �.
Wewant tobound the expecteddifferenceE(∈�[Δ(, , 5()] . Ifwe could say thatE(∈�[Δ(, , 5()] ≤

E(1 ,(2∈�[Δ( 5(1
, 5(2
)] , then by (5.2) wewould be done. Unfortunately there is a slight complication,

which we explain and solve below. We write the two expectations explicitly.

1. E(∈�[Δ(, , 5()] = E(∈�,8∈([dist(,(8), 5((8)]. LetD1 : [:] → [0, 1] be the distribution over 8 in

this expectation, i. e., picking ( ∈ � and then a uniform 8 ∈ (.

2. E(1 ,(2∈�[Δ( 5(1
, 5(2
)] = E(1 ,(2∈�,8∈(1∩(2

[dist( 5(1
(8), 5(2

(8))]. LetD2 : [:] → [0, 1] be the distri-
bution over 8 described in this expectation, i. e., picking (1 , (2 ∈ � and then 8 ∈ (1 ∩ (2 .

We prove that the two distributions are rather similar. Let � be the set of “bad locations”, which

appear too little in �,

� =

{
8 ∈ [:]

���� Pr

(∈�
[8 ∈ (] < 1

2

}
.

By Claim 5.19, |� | ≤ �:, and clearly also Pr8∼D1
[8 ∈ �] ≤ �.

For every 8 ∉ �, the index 8 appears in at least half of the sets ( ∈ �. This means that for

every such 8,D2(8) ≥ D1(8)/2 .
For every 8 ∈ [:], by the definition of ,,

E
(∈�
[dist( 5((8), ,(8))|8 ∈ (] ≤ E

(1 ,(2∈�
[dist( 5(1

(8), 5(2
(8))|8 ∈ (1 ∩ (2] . (5.3)

Therefore,

E
(∈�
[Δ(, , 5()] = E

8∼D1 ,(∈�
[dist(,(8), 5((8)|8 ∈ (]

≤ Pr

8∼D1

[8 ∈ �] + E
8∼D1 ,(∈�

[dist(,(8), 5((8))|8 ∉ �, 8 ∈ (]

≤� + E
8∼D1 ,(1 ,(2∈�

[dist( 5(1
(8), 5(2

(8))|8 ∉ �, 8 ∈ (1 ∩ (2] (by (5.3))

≤� + 2 E
8∼D2 ,(1 ,(2∈�

[dist( 5(1
(8), 5(2

(8))|8 ∉ �, 8 ∈ (1 ∩ (2]

≤� + 2 · 11� ≤ 25� . (by (5.2))

To finish the proof, the only thing left is a Markov argument. If E(∈� [Δ( 5( , ,)] ≤ 25� , then
at least half of the sets ( ∈ � satisfies Δ( 5( , ,) ≤ 50�, and we finish the proof. �

5.4 Global direct product function

Proof of Lemma 5.6. Recall A is the set of sets which are successful with respect to our fixed

string G. From Lemma 5.4,

Pr

�1 ,�2∈( [:]:/10
)
[�1 , �2 ∈ A and ,�1

, ,�2
are �1-consistent] ≥ &5.
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We apply Theorem 5.5 on the family of functions ℱ = {,�}�∈A . Let , : [#]: → ["]: be the
global direct product function promised from the theorem. Fix �2 = 50�1 and letA∗ be

A∗ = {� | � ∈ A , ,� is �2-consistent with ,} .

From the theorem, Pr
�∈( [:]:/10

)[� ∈ A
∗] ≥ &5/4 .

For every I ∈ [#]: , � ∈ A∗ , let �(�, I) be the event

5 (I)�̄
�1:≈ ,�(I�̄) and ,�(I�̄)

2�2:≈ ,(I)�̄ .

For every � ∈ A∗ , the direct product functions ,� , , are �2-consistent. By the Chernoff bound

(Fact 2.3), for a uniform input I ∈ [#]: ,

Pr

I
[,�(I�̄)

2�2:
0 ,(I)�̄] ≤ e

− �
2
:

3 .

From Claim 5.8, for every � ∈ A, PrI[ 5 (I)�̄
�1:≈ ,�(I�̄)] ≥ &/4 .

Therefore, for every � ∈ A∗ ,

Pr

I∈[#]:
[�(�, I)] ≥ Pr

I
[ 5 (I)�̄

�1:≈ ,�(I�̄)] − Pr

I
[,�(I)

2�2:
0 ,(I)�̄] ≥

&
4

− e
− �

2
:

3 .

The same bound holds also for a uniform � ∈ A∗ .
LetZ be the set of inputs,

Z =

{
I ∈ [#]:

���� Pr

�∈A∗
[�(�, I)] ≥ &

8

}
.

From averaging,

Pr

I∈[#]: ,�∈A∗
[�(�, I)] ≤ Pr

I
[I ∈ Z] · 1 + Pr

I
[I ∉ Z]&

8

.

That is, PrI[I ∈ Z] ≥ &/4− e
− �

2
:

3 − &/8 ≥ &/10 . Fix �3 = 3/2 (�1 + 2�2) .We prove that for every

I ∈ Z , 5 (I) �3:≈ ,(I) , which finishes the proof.

Fix I ∈ Z and let � ⊂ [:] be the set

� = {8 ∈ [:] | 5 (I)8 ≠ ,(I)8} .

Assume for a contradiction that 5 (I)
�3:
0 ,(I), i. e., |� | > �3: .

For each � ∈ A∗ such that �(�, I) happen, by the triangle inequality, 5 (I)�̄
�1:+2�2:≈ ,(I)�̄ .

This can only happen if � is such that |�̄ ∩ � | ≤ �1: + 2�2: = 2|� |/3 . The set � is a

uniform subset of [:] of size :/10 . By the Hoeffding bound for random subset (Fact 2.4),

Pr�[|�̄ ∩ � | ≤ 2|� |/3] ≤ e
− :

20
�3 .We conclude that Pr�[� ∈ A∗ and �(�, I)] ≤ e

− :
20
�3
.

This contradicts I ∈ Z , because for I ∈ Z ,

Pr

�
[� ∈ A∗ and �(�, I)] ≥ Pr

�
[� ∈ A∗]Pr

�
[�(�, I)|� ∈ A∗] ≥ 1

4

&5 · &
8

. �
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6 Lower bounds for approximate equality

In this section we prove lower bounds for different variants of the direct product test. The lower

bounds are proven by finding a function that passes the test with some probability &, but is far
from any direct product function.

We start by defining when a function is far from any direct product function.

Definition 6.1. Two functions 51 , 52 : [#]: → ["]: are (&,�) close, if

Pr

G∈[#]:

[
51(G)

�:≈ 52(G)
]
≥ & .

A function 5 : [#]: → ["]: is (&,�) close to a direct product function if there are functions

,1 , . . . , ,: : [#] → ["] such that (,1 , . . . , ,:) is (&,�) close to 5 . Otherwise, 5 : [#]: → ["]: is
(&,�) far from any direct product function.

Our direct product theorem states that if a function 5 : [#]: → ["]: passes Test 1 with

C = :/10 with probability & > e
−2�2:

, then 5 is (&/10,�) close to a direct product function.

Ideally, we want the even stronger conclusion that 5 is (Ω(&), 0) close to a direct product function.

However, we next show that this is not possible.

Claim 6.2. For every # ∈ ℕ and large enough :, the following holds. Let 5 : [#]: → {0, 1}: be a
random function, i. e., such that 5 (G) is a uniformly chosen string in ["]: for each G independently.
With high probability, 5 is (2e

−:/10 , :/10) far from any direct product function.

Proof. Fix a direct product function , : [#]: → {0, 1}: . For every G ∈ [#]: , by the Chernoff

bound, Pr 5 [ 5 (G)
:/10

≈ ,(G)] ≤ e
−:/10

. The probability that 5 (G)
:/10

≈ ,(G) on more than 2e
−:/10

of

the inputs G ∈ [#]: is smaller than e
− 1

3
# : ·e−:/10 ≤ e

− 1

3
(#

2
):
.

There are 2
#:

different direct product functions , : [#]: → {0, 1}: . By union bound, with

probability at least 1 − 2
#:

e
− 1

3
(#

2
):
, the random function 5 is (2e

−:/10 , :/10) far from any direct

product function. �

6.1 Testing different intersection sizes.

We next analyze a family of tests, parameterized by C1 , C2 ∈ [:], that generalize our basic /-test
and appear as Test 5. We show that there is no direct product testing theorem for these tests,

with (Ω(&), 0) closeness, for an exponentially small &.

Claim 6.3. For every constant � > 0, large enough :, #, " ∈ ℕ such that # ≥ " ≥ :12 and every
C1 , C2 ∈ [:] such that C1 + C2 ≤ :, there exists a constant � > 0 and a function 5 : [#]: → ["]: , such
that agr/C1 ,C2( 5 ) = & ≥ e

−�: , but 5 is (&2 ,
�

log :
) far from any direct product function.

Proof. Let � be a constant that will be determined later, and denote ℓ =
2�:
log :

. Let ℎ : [#] →
["] \ {1} be any function satisfying: for every 0 ∈ ["] \ {1}, Pr1∈[#][ℎ(1) = 0] ≤ 2/" .
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Test 5: Z-test with parameters C1 , C2 (3-query test)

1. Choose �, �, � to be a random partition of [:],
such that |�| = C1 , |�| = C2 .

2. Choose uniformly at random G, H, I ∈ [#]: such
that G� = H� and H� = I� .

3. Accept if 5 (G)� = 5 (H)� and 5 (I)� = 5 (H)� .

� � �

G

H

I

Denote by agr/C1 ,C2( 5 ) the success probability of 5 on this test.

Let 5 : [#]: → ["]: be the following function: for every G ∈ [#]: let 81 , . . . , 8ℓ , 91 , . . . , 9ℓ ∈ [:]
be different random coordinates.

∀8 ∈ [:], 5 (G)8 =
{
ℎ(G 9A ) if 8 = 8A for some A ∈ [ℓ ]
1 otherwise.

The function 5 has ℓ random “corrupted” coordinates per input, 81 , . . . , 8ℓ , in which 5 (G)8A is
determined by the value of G 9A .

We analyze the success probability of Test 5 with parameters C1 , C2 on 5 . We divide into two

cases.

1. In case max{C1 , C2} ≤ 0.4:. Let G, H, I, �, � be the sets and strings chosen by the test. Then

|� ∪ �| ≤ 0.8:. Let 8G
1
, . . . , 8G

ℓ
be the corrupted coordinates of G (and 8

H
A , 8

I
A for H, I). If

8G
1
, . . . , 8G

ℓ
, 8
H

1
, . . . , 8

H

ℓ
, 8I

1
, . . . , 8I

ℓ
∉ � ∪ �, the test “misses” all of the corrupted coordinates,

so the test passes.

Pr

5
[8G

1
, . . . 8Gℓ ∉ � ∪ �] = Pr

5
[8G

1
∉ � ∪ �] · · ·Pr

5
[8Gℓ ∉ � ∪ �|8

G
1
. . . , 8Gℓ−1

∉ � ∪ �] ≥ (0.1)ℓ ,

where the last inequality is because |� ∪ �| ≤ 0.8: and ℓ < 0.1:. Therefore, even

conditioning on 8G
1
. . . , 8G

ℓ−1
∉ � ∪ �, the probability of 8G

ℓ
∉ � ∪ � is at least 0.1. The same

inequality holds also for H and I, and we get that 5 passes Test 5 with probability at least

(0.1)3ℓ .

2. In case max{C1 , C2} > 0.4:. The test is symmetric with respect to C1 , C2 , so we can assume

w.l.o.g. that C1 ≥ C2 . Let G, H, I, �, � be the sets and strings chosen by the test. Let

8G
1
, . . . , 8G

ℓ
and 9G

1
, . . . , 9G

ℓ
be the chosen coordinates of G, and the same for H and I. If for all

A ∈ [ℓ ], 8GA = 8
H
A and 9

G
A = 9

H
A and also 8G

1
, . . . , 8G

ℓ
∈ � and 9G

1
, . . . , 9GA ∈ �, then the corrupted

coordinates of G and H are corrupted to the same value. If in addition 8I
1
, . . . , 8I

ℓ
∈ �, then

the corrupted coordinates of I are not checked, and the test passes. We lower bound the

probability of these events.

Pr

5
[∀A ∈ [ℓ ], 8GA = 8

H
A and 9

G
A = 9

H
A ] =

1

:
· 1

: − 1

· · · 1

: − 2ℓ + 1

≥
(
1

:

)
2ℓ

.

THEORY OF COMPUTING, Volume 19 (3), 2023, pp. 1–56 45

http://dx.doi.org/10.4086/toc


IRIT DINUR AND INBAL LIVNI NAVON

This is because the probability of 8G
1
= 8

H

1
is

1

:
, and the probability of 8G

2
= 8

H

2
given that

8G
1
= 8

H

1
is 1/(: − 1) , and so forth.

Pr

5
[8G

1
, . . . , 8Gℓ ∈ � and 9G

1
, . . . 9Gℓ ∈ �]

= Pr

5
[8G

1
∈ �] · · ·Pr

5
[9Gℓ ∈ �|8

G
1
, . . . , 8Gℓ , 9

G
1
, . . . , 9Gℓ−1

∈ �] ≥ (0.3)2ℓ ,

where the last inequality is because |�| ≥ 0.4:, and ℓ < 0.05:. Therefore, 5 passes the

test with probability at least (1/:)2ℓ · (0.3)2ℓ · (0.3)2ℓ . We pick the constant � such that

ℓ = 2�:/(log :) satisfies (1/:)2ℓ · (0.3)4ℓ ≥ e
−�:

.

We prove next that 5 is (&2 , �/(log :)) far from any direct product function. For every

( ⊂ [:], |( | = ℓ
2
, F ∈ [#]( and � ∈ (["] \ {1})( , let S(,F,� =

{
G ∈ [#]:

�� G( = F, 5 (G)( = �
}
.

We say that 5 is balanced if for every (, F, �,

Pr

G
[G ∈ S(,F,� |G( = F] ≤

(
2:

"

) ℓ
2

.

We prove that 5 is balanced. Fix any (, F and �. For every G, 5 (G)( = � only if for every

8 ∈ (, 5 (G)8 is chosen to be corrupted to some ℎ(G 9) = �8 . If there is no 9 such that ℎ(G 9) = �8 ,
it is not possible that 5 (G)( = �. For each �8 , the probability over G ∈ [#]: , G( = F that G(̄
contains a coordinate 9 such that ℎ(G 9) = �8 is smaller than 2:/" . Therefore, the probability

over G that there are
ℓ
2
different coordinates 91 , . . . , 9 ℓ

2

∈ (̄ such that for all 8, ℎ(G 98 ) = �8 is

less than (2:/")
ℓ
2 (if �8 = �A , then G needs to contain two different coordinates 98 , 9A such

that ℎ(G 98 ) = ℎ(G 9A ) = �8). From this we deduce that for every ( ⊂ [:], |( | = ℓ
2
, F ∈ [#]( ,

PrG[G ∈ S(,F,� |G( = F] ≤ (2:/")
ℓ
2 , and 5 is balanced.

We prove that a balanced function 5 is far from any direct product function. Fix a direct

product function , : [#]: → ["]: , and let � =

{
G ∈ [#]:

���� 5 (G)
ℓ/2
≈ ,(G)

}
. For every G ∈ �, 5 (G)

and ,(G) are equal on at least ℓ/2 “corrupted” coordinates, i. e., for every G ∈ � there exists a set

( ⊂ [:], |( | = ℓ/2 such that 5 (G)( = ,(G)( ∈ (["] \ {1})( .
For every ( ⊂ [:], |( | = ℓ

2
and F ∈ [#]( let

�(,F =
{
G ∈ �

��� G( = F, 5 (G)( = ,(G)( ∈ (["] \ {1})(
}
.

From above, � ⊂ ∪(,F�(,F . The function , is a direct product function, so for every ( and F

there is a single � such that ,(G)( = � for all G such that G( = F. That is, �(,F ⊂ S(,F,� for some

� ∈ (["] \ {1})( . Together we get that |� | ≤ ∑
(,F |�(,F | ≤

( :
ℓ
2

)
· (2:/")ℓ/2 # :

. Since", # ≥ :12

we get that PrG[G ∈ �] ≤
( :
ℓ
2

)
(2:/")ℓ/2 ≤ (2/:)5ℓ ≤ &2

. �
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6.2 The triangle test for functions over sets.

In Test 5 with C1 + C2 = :, we check 5 (H) on all coordinates, but only part of the coordinates of

5 (G), 5 (I). What if we check all coordinates of all three inputs? This brings us to the triangle

test, Test 6, for functions over sets. In this test, every two out of the three inputs in the test share

a joint subset of size
:
2
. For this test we must assume that : is even.

We remark that Test 5 can only be defined on a function 5 :

([#]
:

)
→ ["]: , and it is not

possible to define such test on a function on tuples. This is because for 5 : [#]: → ["]: ,
if we choose inputs G, H, I such that G� = H� , H� = I� , it is not possible to compare 5 (G)�
to 5 (I)� , since these are different coordinates. We remark that it is possible to define a 4-

query test on functions over tuples, similar to the triangle test, with inputs G, H, I, F such that

G� = H� , I� = F� , G� = I� , H� = F� , but we do not analyze it here.

We define distance from a direct product function in a similar way to functions over tuples.

Definition 6.4. A function 5 :

([#]
:

)
→ ["]: is (&,�) far from any direct product function, if for

every , : [#] → ["],
Pr

(∈([#]: )
[ 5 (() �:≈ ,(()] ≤ &.

Test 6: Triangle test (3-query test, for even :)

1. Choose disjoint,, -,. ⊂ [#] of size :
2
.

2. Accept if 5 (- ∪,), = 5 (. ∪,), , 5 (- ∪ .). =
5 (. ∪,). and 5 (- ∪,)- = (- ∪ .)- . -

, .

Denote by agrΔ( 5 ) the success probability of 5 on this test.

Claim 6.5. For every constant � > 0, large enough :, #, " ∈ ℕ such that # ≥ " ≥ :30 there exists a
constant � > 0 and a function 5 :

([#]
:

)
→ ["]: , such that agrΔ( 5 ) = & > e

−�: , and 5 is (&2 ,
�

log :
) far

from any direct product function.

Proof. We prove the claim by constructing a function 5 that passes the test but is far from any

direct product function.

Let � > 0 be a constant that will be decided later, and let ℓ = �:/(log :) . We describe a

function 5 :

([#]
:

)
→ ["]: with 2ℓ “corrupted” elements per input. Let ℎ : [#] → ["] \ {1} be

an arbitrary function such that for every � ∈ ["] \ {1}, Pr1∈[#][ℎ(1) = �] ≤ 2/" . For every

( ∈
([#]
:

)
we pick 2ℓ elements to corrupt 5 on 01 , . . . , 02ℓ and 2ℓ index elements 11 , . . . , 12ℓ ∈ (.

The function 5 is defined by:

∀4 ∈ (, 5 (()4 =
{
ℎ(18) if 4 = 08 for some 8 ∈ [2ℓ ]
1 otherwise.
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Figure 2: The set - ∪ . is marked in gray.

-

, .

0- 1-

0.

1.

0,

1,

We analyze the success probability of the test. Let,, -,. be the sets chosen by the test

algorithm. Let 0-
1
, . . . , 0-

ℓ
, 1-

1
, . . . , 1-

ℓ
∈ - be arbitrary 2ℓ elements in -, and the same for .,, .

If 5 is such that

1. In 5 (, ∪ -), the corrupted elements are 0-
1
, . . . , 0-

ℓ
and 0,

1
, . . . , 0,

ℓ
, and the index

elements are 1-
1
, . . . , 1-

ℓ
and 1,

1
, . . . , 1,

ℓ
.

2. In 5 (- ∪.), the corrupted elements are 0-
1
, . . . , 0-

ℓ
and 0.

1
, . . . , 0.

ℓ
, and the index elements

are 1-
1
, . . . , 1-

ℓ
and 1.

1
, . . . , 1.

ℓ
.

3. In 5 (,∪.), the corrupted elements are 0,
1
, . . . , 0,

ℓ
and 0.

1
, . . . , 0.

ℓ
, and the index elements

are 1,
1
, . . . , 1,

ℓ
and 1.

1
, . . . , 1.

ℓ
.

Then the corrupted elements are corrupted to the same value on all three queries 5 (-∪,), 5 (-∪
.) and 5 (. ∪,) and the test passes. See Figure 2 for an illustration (with ℓ = 1).

The probability that in 5 (- ∪,), the 2ℓ corrupted elements are 0-
1
, . . . , 0-

ℓ
and 0,

1
, . . . , 0,

ℓ

and the index elements are 1-
1
, . . . , 1-

ℓ
and 1,

1
, . . . , 1,

ℓ
is larger than

1

:4ℓ . Therefore, 5 satisfies

agr
Δ( 5 ) ≥ 1

:12ℓ . We choose the constant � to be small enough such that for ℓ =
�:

log :
, agr

Δ( 5 ) ≥
1

:12ℓ ≥ e
−�:

.

We prove that 5 is (&2 ,
�

log :
)-far from any direct product function. For every ! ⊂ [#], |!| = ℓ

and � ∈ (["] \ {1})! , let S!,� =
{
( ∈

([#]
:

) ��� ! ⊂ (, 5 (()! = �
}
.

We say that the function 5 :

([#]
:

)
→ ["]: is balanced if for every ! ⊂ [#], |!| = ℓ and

� ∈ (["] \ {1})! ,

Pr

(
[( ∈ S!,� |! ⊂ (] ≤

(
4:

"

)ℓ
.

We claim that 5 is balanced. Fix ! and �, a set ( ∈ S!,� if for every 0 ∈ !, 5 (()0 is corrupted
to ℎ(1) = �0 , if ( doesn’t contain 1 such that ℎ(1) = �0 then its not possible that 5 (()0 = �0 . For
every �0 , the probability of ( ⊂ [#], ! ⊂ ( to be such that ( \! contains a coordinate 1 satisfying
ℎ(1) = �0 is at most

2:
"

#
#−ℓ (the requirement that 1 ∉ ! can increase the probability of ℎ(1) = �0
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by a factor of at most
#
#−ℓ < 2). The probability that ( \ ! contains ℓ elements 11 , . . . , 1ℓ such

that for all 0 there is a different 10 satisfying ℎ(10) = �0 is at most

(
2:
" · #

#−2ℓ

)ℓ
≤

(
4:
"

)ℓ
, so the

function 5 is balanced (the factor
#

#−2ℓ is because we require that the 18 ∉ !, and are different).

We prove that a balanced 5 is far from every direct product function. Fix a direct product

function , : [#] → ["], and let � be the set � =
{
( ∈

([#]
:

) ��� 5 (() ℓ≈ ,(()
}
. For every ( ∈ �, there

is a set ! ⊂ ( of size ℓ such that for every 0 ∈ !, 5 (()0 = ,(0) ≠ 1. Therefore, � ⊂ ∪
!∈([#]ℓ )S!,,(!) ,

and ,(!) is different from 1 on all elements. This implies an upper bound on |� |,

|� | ≤
∑

!∈([#]ℓ )
|S!,,(!) | ≤

(
#

ℓ

) (
4:

"

)ℓ (
# − ℓ
: − ℓ

)
≤

(
4:

"

)ℓ (
#

:

)
.

For our choice of parameters#, " ≥ :30
and 5 is (&2 , ℓ

:
) far from any direct product function. �

A Tuples to sets restricted global structure proof

In this section we prove Lemma 4.4, restricted global structure for sets, which we restate below.

Lemma A.1 (Lemma 4.4, restated). There exists a small constant 2 > 0, such that for every constant
 > 0, large enough : ∈ ℕ and # > e

2�: , " ∈ ℕ, the following holds.
For every function 5 :

([#]
:

)
→ ["]: , if agr/B4C

:/10

( 5 ) = & > e
−2: , then at least (1 − &2 − :2/#) of

the good pairs,, - are -DP pairs.

The restricted global structure only uses the first two queries of the test. For convenience, we

rewrite the test such that the two checks are not preformed in the same step.

Test 7: Z-test for functions over sets, with C = :/10 (3-query test)

1. Choose a random set, ⊂ [#] of size :/10 .

2. Choose -,. ⊂ [#] \, of size 9:/10 .

3. If 5 (- ∪,), ≠ 5 (. ∪,), reject.

4. Choose + ⊂ [#] \ . of size :/10 .

5. If 5 (. ∪,). ≠ 5 (. ∪+). reject, else accept.

- ,

. +

Denote by agr/B4C
:/10

( 5 ) the success probability of 5 on this test.

We prove the lemma by a reduction from Theorem 3.9.

Definition A.2. We associate each ( ⊂ [#] with the tuple
®( ∈ [#]|( | obtained by sorting the

elements of ( in increasing order. For every string G ∈ [#]: , we define*(G) = 1 if G has distinct

coordinates, i. e., there is no 8 ≠ 9 such that G8 = G 9 , else*(G) = 0.
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For a string B = (B1 , . . . , B:) and a permutation � : [:] → [:] let B� = (B�(1) , . . . , B�(:)).

Definition A.3. Given a function 5 :

([#]
:

)
→ ["]: , let 5 ′ : [#]: → ["]: ∪ ⊥ be defined as

follows. If *(G) = 0 we set 5 ′(G) = ⊥. If *(G) = 1 then if G = ®- (namely G1 < G2 < · · · < G:)

we let 5 (G) = 5 (-). Otherwise there is some permutation � such that G = ( ®-)� and we let

5 ′(G) = 5 ( ®-)�. We call � the sorting permutation for the tuple G.

When testing the function 5 ′ , whenever the tester queries an input G such that 5 ′(G) = ⊥, we

assume the tester rejects.

Definition A.4. LetD :

( [#]
:/10

)
×

( [#]
9:/10

)
×

( [#]
9:/10

)
→ [0, 1] be the following distribution:

1. Choose, ⊂ [#] of size :/10 .

2. Choose - ⊂ [#] of size 9:/10 such that - ∩, = ∅.

3. Choose . ⊂ [#] of size 9:/10 such that . ∩, = ∅.

LetD′ :

( [:]
:/10

)
× [#]: × [#]: → [0, 1] be the following distribution:

1. Choose a set � ⊂ [:] of size :/10 .

2. Choose G ∈ [#]: such that*(G) = 1.

3. Choose H ∈ [#]: such that G� = H� and*(H) = 1.

The distribution (,, -,.) ∼ D is the distribution used in Test 4. The distribution (�, G, H) ∼
D′ is the distribution of Test 2, conditioning on*(G) = *(H) = 1.

If we pick (,, -,.) ∼ D, a random set � ∈
( [:]
:/10

)
and random permutations �1 ∈

S:/10
,�2 ,�3 ∈ S9:/10

, then G = (( ®,�1)� , ( ®-�2)�̄) and H = (( ®,�1)� , ( ®.�3)�̄) , are distributed

according toD′ .
Let ?1 = PrG∈[#]: [*(G) = 0] . We bound its value. Choosing a uniform G ∈ [#]: can be done

coordinate by coordinate. For each coordinate 8, the probability that G8 = G 9 for some 9 < 8 is at

most
8−1

# , therefore

?1 = Pr

G∈[#]:
[*(G) = 0] ≤

:∑
8=1

8 − 1

#
≤ :2

2#
.

Fix an arbitrary G ∈ [#]: such that*(G) = 1 and a set � ⊂ [:]. Let

?2 = Pr

H∈[#]:
[*(H) = 0 | H� = G�] .

We note that the value of ?2 does not depend on G, �. We can think of H as being chosen by

starting from H� , and choosing the rest of the coordinates one by one.

?2 = Pr

H
[*(H) = 0 | H� = G�] ≤

:∑
8=:/10

8 − 1

#
≤ :2

2#
.
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We prove two claims connecting the test success probability on 5 :

([#]
:

)
→ ["]: to the

success probability of the two-query test on the function 5 ′ : [#]: → ["]: ∪ ⊥. Recall the

notation of agr
∨
:/10

(·) from Test 2.

Claim A.5. For every function 5 :

([#]
:

)
→ ["]: , the function 5 ′ : [#]: → ["]: ∪ ⊥ from

Definition A.3 satisfies

agr∨
:/10
( 5 ′) = (1 − ?1)(1 − ?2)Pr[ 5 passes Item 3 of Test 4].

Proof. Choose G, H, � according to the distribution of Test 2. If*(G) = 0 or*(H) = 0 the test fails

by definition. When we condition on*(G) = *(H) = 1, the test distribution is (�, G, H) ∼ D′ .
Denote by, the set of elements in G� , by - the set of elements in G�̄ and by . the set of

elements in H�̄ . Let �1 ∈ S:/10
be the sorting permutation for G�. Then 5 , 5 ′ satisfy 5 ′(G)� =

( 5 (-,,), )�1
, and 5 ′(H)� = ( 5 (.,,), )�1

. Therefore, 5 ′(G)� = 5 ′(H)� ⇐⇒ 5 (-,,), =

5 (.,,), .

Pr[ 5 ′ passes Test 2] = Pr

�,G,H
[ 5 ′(G)� = 5 ′(H)� | G� = H�]

= Pr

�,G,H
[*(G) = *(H) = 1 | G� = H�] Pr

(�,G,H)∼D′
[ 5 ′(G)� = 5 ′(H)�]

=(1 − ?1)(1 − ?2) Pr

(,,-,.)∼D
[ 5 (-,,), = 5 (.,,), ]

=(1 − ?1)(1 − ?2)Pr[ 5 passes Item 3 of Test 4]

where Pr�,G,H [*(G) = *(H) = 1 | G� = H�] = (1 − ?1)(1 − ?2) by the definition of ?1 , ?2 . �

Claim A.6. For every function 5 :

([#]
:

)
→ ["]: , the function 5 ′ : [#]: → ["]: ∪ ⊥ from

Definition A.3 satisfies the following. For every disjoint , ∈
( [#]
:/10

)
, - ∈

( [#]
9:/10

)
, every set � ⊂

[:], |�| = :/10 and every pair of permutations �1 ∈ (:/10
,�2 ∈ (9:/10

, let G = (( ®,�1)� , ( ®-�2)�̄)
where the notation (H� , I�̄) means that we put the elements of H in order in coordinates �, and we put
the elements of I in order in the remaining coordinates. Then

Pr

H
[ 5 ′(G)� = 5 ′(H)� | H� = G�] = (1 − ?2) Pr

.∼D|,,-
[ 5 (- ∪,), = 5 (. ∪,), ] .

Proof. Fix two disjoint subsets , ∈
( [#]
:/10

)
, - ∈

( [#]
9:/10

)
, a subset � ⊂ [:], |�| = :/10 , and

permutations �1 ∈ (:/10
,�2 ∈ (

9:/10
. Set G = (( ®,�1)� , ( ®-�2)�̄) , since -,, are disjoint,

*(G) = 1.

Let H ∈ [#]: be a random string such that G� = H� . If *(H) = 0, then 5 ′(H) = ⊥ and

5 ′(G)� ≠ 5 ′(H)� . Conditioning on*(H) = 1, the distribution over H is D′ |�, G. If we take . to

be the elements of H�̄, then the distribution over . isD|,, -.

Clearly, 5 ′(G)� = 5 ′(H)� ⇐⇒ 5 (- ∪,), = 5 (. ∪,), , so

Pr

H
[ 5 ′(G)� = 5 ′(H)� | H� = G�] =Pr

H
[*(H) = 0 | G� = H�] Pr

H∼D′ |�,G
[ 5 ′(G)� = 5 ′(H)�]

=(1 − ?2) Pr

.∼D|,,-
[ 5 (- ∪,), = 5 (. ∪,), ] . �
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Proof of Lemma 4.4. Let 5 :

([#]
:

)
→ ["]: be a function such that agr

/B4C
:/10

( 5 ) = & > e
−2:

, and let

5 ′ : [#]: → ["]: ∪ ⊥ be the function from Definition A.3. The constant 2 is chosen to be small

enough so that we can apply Theorem 3.9 with  = 1/200. Therefore, we can safely assume that

 ≤ 1/200.

By Claim A.5, 5 ′ passes Test 2 with probability &′ = (1 − ?1)(1 − ?2)& ≥ e
−2′:

. Theorem 3.9

holds for the function 5 ′ with success probability &′ and distance parameter .

By Claim A.6, for every disjoint, ∈
( [#]
:/10

)
, - ∈

( [#]
9:/10

)
,

Pr

H
[ 5 ′(G)� = 5 ′(H)� | H� = G�] = (1 − ?2) Pr

.∼D,,-

[ 5 (- ∪,), = 5 (. ∪,), ] .

Setting � = 1 − ?1 , this means that if -,, are good, i. e., they satisfy

Pr

.
[ 5 (- ∪,), = 5 (. ∪,), ] ≥ �

&
2

then for every set � ⊂ [:] and permutations �1 ,�2 , the restriction � = (�, G� , 5 ′(G)�) is good,
for G = (( ®,�1)� , ( ®-�2)�̄).

Theorem 3.9 states that with probability 1−&′2 a good restriction is an -DP restriction. Every

pair,, - corresponds to the samenumber of pairs (�, G), so for at least (1−&′2) ≥ (1−&2−:2/#)of
the pairs,, -, there exists at least one set � and permutations �1 ,�2 such that � = (�, G, 5 ′(G)�)
is an -DP restriction, for G = (( ®,�1)� , ( ®-�2)�̄).

Fix such a pair,, -. We prove that it is an -DP pair. Let ,� = (,�,8)8∈�̄ be the direct product

function promised from � being an -DP restriction.

We set ,,,- : [#] → ["] to be the following function:

∀0 ∈ [#] ,,,-(0) = Plurality {,�,8(0)}8∈�̄ .

Let

V,,- =

{
. ∈

(
[#]

9:/10

) ���� . ∩, = ∅, 5 (.,,), = 5 (-,,),
}
.

We show next that ,,,- approximates 5 onV,,- .

Fix . ∈ V,,- such that ,,,-(.)
3:
0 5 (. ∪,). . We show that many of the tuples (G� , F�̄)

obtained by permuting . ∪, are “not DP”, namely 5 (G� , F�̄)�̄ is far from ,�(F) for F = ®.�3

for many choices of the permutation �3. Since � is a DP-restriction this must be a rare event,

allowing us to upper bound the fraction of such ..

Let � ⊂ . be a set of exactly 3: elements on which ,,,-(.) and 5 (. ∪,). differ. That is,

|�| = 3: and for each 1 ∈ �, ,,,-(1) ≠ 5 (. ∪,)1 .
For every 1 ∈ �, since ,,,-(1) is the most frequent value among ,�,8(1), for at least half of

the coordinates 8 ∈ �̄, ,�,8(1) ≠ 5 (. ∪,)1 . We call such coordinates 8 bad (for 1), and the rest

of the coordinates good. Let �3 be a random permutation on 9:/10 elements, so F = ®.�3
places

the element 1 in a random location. Let �1 be the random variable indicating that 1 is mapped,

via �3, into a good location.
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Wewill show that with high probability, a non-trivial portion of the elements in � are sent to

a bad location. For this we will apply the tail bound in Fact 2.6. We prove that {�1}1∈� satisfy the

conditions of the fact. Fix a set ( ( �, denote |( | = C and denote the elements of ( by 11 . . . , 1C
using an arbitrary order. Fix some 1′ ∈ � \ (, then,

Pr

�3

[�1′ = 1| ∧8∈[C] �18 = 1] =
∑

81 ,...,8C∈�̄,8 9≠8 9′

Pr

�3

[
∀9 ∈ [C],�3(1 9) = 8 9

]
Pr

�3

[
�1′ = 1|∀9 ∈ [C],�3(1 9) = 8 9

]
≤ max

81 ,...,8C∈�̄,8 9≠8 9′

{
Pr

�3

[
�1′ = 1|∀9 ∈ [C],�3(1 9) = 8 9

]}
≤ 0.5|�̄|
|�̄| − |( |

≤ 0.51.

The last inequality is because |( | ≤ |�| ≤ 3:, and we used that  ≤ 1/200. Using this inequality

we get that for every ( ⊆ �, Pr�3
[∧1∈(�1 = 1] ≤ (0.51)|( |. By Fact 2.6,

Pr

�3

[∑
1∈�

�1 ≥ 2:

]
≤ e
−3:·2( 2

3
−0.51)2 ≤ e

0.14: .

Whenever �3 is a permutation with

∑
1∈� �1 < 2:, it follows that 5 ′(G� , F)�̄

:
0 ,�(F) (for

F = ( ®,)�3
). Therefore, we get that

Pr

.∈V,,-

[
,,,-(.)

3:
0 5 (. ∪,).

] (
1 − e

−0.14:
)
≤ Pr

F∈V�

[
5 ′(G� , F)�̄

:
0 ,�(F)

]
≤ &′2 .

This implies that

Pr

.∈V,,-

[
,,,-(.)

3:
0 5 (. ∪,).

]
≤ &′2 + e

−0.14: ≤ 2&2 . �
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