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Abstract: An arithmetic circuit or formula is multilinear if the polynomial computed at
each of its wires is multilinear. We give an explicit polynomialf (x1, . . . ,xn) with coeffi-
cients in{0,1} such that over any field:

1. f can be computed by a polynomial-size multilinear circuit of depthO(log2n).

2. Any multilinear formula forf is of sizenΩ(logn).

This gives a superpolynomial gap between multilinear circuit and formula size, and sepa-
rates multilinearNC1 circuits from multilinearNC2 circuits.
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1 Introduction

An outstanding open problem in arithmetic circuit complexity is to understand the relative power of
circuits and formulas. Surprisingly, any arithmetic circuit of sizes for a polynomial of degreed can be
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translated into an arithmetic formula of size quasi-polynomial ins andd [3, 8].1 Can such a circuit be
translated into a formula of sizepolynomialin s andd ?

In this paper, we answer this question formultilinear circuits and formulas. An arithmetic circuit
(or formula) ismultilinear if the polynomial computed at each of its wires is multilinear (as a formal
polynomial), that is, in each of its monomials the exponent of every input variable is at most one.

A preliminary version of this paper appeared in FOCS 2004. The title was “Multilinear-NC1 6=
Multilinear-NC2” [ 6].

1.1 Multilinear Circuits

Let F be a field, and let{x1, . . . ,xn} be a set of input variables. Anarithmetic circuitis a directed acyclic
graph with nodes of in-degree 0 or 2. We refer to the in-neighbors of a node as its “children.” Every
leaf of the graph (i. e., a node of in-degree 0) is labelled with either an input variable or a field element.
Every other node of the graph is labelled with either+ or× (in the first case the node is asum gateand
in the second case aproduct gate). We assume that there is only one node of out-degree zero, called
theroot. The circuit is aformula if its underlying graph is a (binary) tree (with edges directed from the
leaves to the root).

An arithmetic circuit computes a polynomial in the ring F[x1, . . . ,xn] in the following way. A leaf
just computes the input variable or field element that labels it. A sum gate computes the sum of the two
polynomials computed by its children. A product gate computes the product of the two polynomials
computed by its children. Theoutputof the circuit is the polynomial computed by the root. For a circuit
Φ, we denote byΦ̂ the output of the circuit, that is, the polynomial computed by the circuit. Thesize
of a circuitΦ is defined to be the number of nodes in the graph, and is denoted by|Φ|. Thedepthof a
circuit is defined to be the maximal distance between the root and a leaf in the graph.

A polynomial in the ring F[x1, . . . ,xn] is multilinear if in each of its monomials the exponent of
every input variable is at most one. An arithmetic circuit (or formula) ismultilinear if the polynomial
computed by each gate of the circuit is multilinear.

1.2 Background

Multilinear circuits (and formulas) were formally defined by Nisan and Wigderson in [5]. Obviously,
multilinear circuits can only compute multilinear functions. Moreover, multilinear circuits are restricted,
as they do not allow the intermediate use of higher powers of variables in order to finally compute a cer-
tain multilinear function. Note, however, that for many multilinear functions, circuits that are not multi-
linear are very counter-intuitive, as they require a “magical” cancellation of all high powers of variables.
For many multilinear functions, it seems “obvious” that the smallest circuits and formulas should be
multilinear. Moreover, for most multilinear functions, no gain is known to come from permitting higher
powers.

For example, the (first entry of the) product ofn matrices of sizen×n is a multilinear function, and
the smallest known circuits for this function are multilinear. It seems intuitively clear that the smallest

1Moreover, ifs,d are both polynomial in the number of input variablesn, then the circuit can be translated into a polynomial-
size circuit of depthO(log2n), that is, anNC2 circuit [8].
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circuits for this function should be multilinear. On the other hand, for some multilinear functions the
smallest known circuits are not multilinear. For example, the determinant of ann×n matrix is a mul-
tilinear function (of then2 entries) that has polynomial size arithmetic circuits but doesn’t have known
subexponential size multilinear circuits.

Super-polynomial lower bounds for the size of multilinear formulas were recently proved [7]. In
particular, it was proved that over any field, any multilinear formula for the permanent or the determinant
of ann×n matrix is of sizenΩ(logn). Note, however, that all known multilinear circuits for the permanent
or the determinant are of exponential size, and hence these bounds don’t give any separation between
multilinear circuit and formula size.

For more background and motivation for the study of multilinear circuits and formulas see [5, 7, 1].
For general background on algebraic complexity theory see [9, 2].

1.3 Our results

We construct an explicit polynomial with the properties specified in the following theorem.

Theorem 1.1. There exists an explicit multilinear polynomial f(x1, . . . ,xn), with coefficients in{0,1},
such that over any field:

(a) f can be computed by a polynomial-size multilinear circuit of depth O(log2n);

(b) any multilinear formula for f is of size nΩ(logn).

Item (a) means thatf has a multilinearNC2 circuit. Item (b) implies thatf cannot be computed
by a polynomial-size multilinear circuit of depthO(logn), that is, by a multilinearNC1 circuit.2 This
gives a super-polynomial gap between multilinear circuit and formula size, and separates multilinear
NC1 circuits from multilinearNC2 circuits.

For the proof of our lower bound on the multilinear formula size off , we use methods from [7].
The main contribution of this paper is the construction of a polynomialf that can be computed by small
multilinear circuits, and to which these methods can be applied.

2 Syntactic multilinear formulas

Let Φ be an arithmetic circuit over the set of variables{x1, . . . ,xn}. For every nodev in the circuit,
denote byΦv the sub-circuit with rootv, and denote byXv the set of variables that occur in the circuit
Φv. We say that an arithmetic circuitΦ is syntactic multilinearif for every product gatev of Φ, with
childrenv1,v2, the sets of variablesXv1 andXv2 are disjoint.

Note that any syntactic multilinear circuit is clearly multilinear. At the other hand, a multilinear cir-
cuit is not necessarily syntactic multilinear. Nevertheless, the following proposition shows that without
loss of generality we can assume that a multilinear formula is syntactic multilinear.

2Note that any (multilinear) circuit of depthO(logn) can trivially be translated into a polynomial size (multilinear) formula
(of depthO(logn)).
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Proposition 2.1 ([7]). For any multilinear formula, there exists a syntactic multilinear formula of the
same size that computes the same polynomial.

Proof. Let Φ be a multilinear formula. Letv be a product gate inΦ, with childrenv1,v2, and assume
thatXv1 andXv2 both contain the same variablexi . SinceΦ is multilinear,Φ̂v is a multilinear polynomial
and hence in at least one of the polynomialsΦ̂v1,Φ̂v2 the variablexi doesn’t occur. W.l.o.g. assume that
in the polynomialΦ̂v1 the variablexi doesn’t occur. Then every occurrence ofxi in Φv1 can be replaced
by the constant 0. By repeating this for every product gate in the formula, as many times as needed, we
obtain a syntactic multilinear formula that computes the same polynomial.

3 Lower bounds for multilinear formulas

In this section, we prove general lower bounds for the size of multiliear formulas. To prove these bounds
we follow very closely the techniques from [7]. As in [7], our starting point is the partial derivatives
method of Nisan and Wigderson [4, 5]. As in [7], to handle sets of partial derivatives, we make use of
thepartial derivatives matrix(first used in [4]).

3.1 The partial-derivatives matrix

Let f be a multilinear polynomial over the set of variables{y1, . . . ,ym} ∪̇ {z1, . . . ,zm}. For a multilinear
monomial p in the set of variables{y1, . . . ,ym} and a multilinear monomialq in the set of variables
{z1, . . . ,zm}, denote byM f (p,q) the coefficient of the monomialpq in the polynomial f . Since the
number of multilinear monomials in a set ofmvariables3 is 2m, we can think ofM f as a 2m×2m matrix,
with entries in the field F. We callM f thepartial derivatives matrixof f . We will be interested in the
rank of the matrixM f over the field F.

The following two propositions give some basic facts about the partial derivatives matrix.

Proposition 3.1. Let f, f1, f2 be three multilinear polynomials over the set of variables
{y1, . . . ,ym} ∪̇ {z1, . . . ,zm}, such that f= f1 + f2. Then Mf = M f1 +M f2.

Proof. Immediate from the definition of the partial derivatives matrix.

Proposition 3.2. Let f, f1, f2 be three multilinear polynomials over the set of variables
{y1, . . . ,ym} ∪̇ {z1, . . . ,zm}, such that f= f1 · f2, and such that the set of variables that f1 depends
on and the set of variables that f2 depends on are disjoint. Then,Rank(M f ) = Rank(M f1) ·Rank(M f2).

Proof. Note that the matrixM f is the tensor product ofM f1 andM f2 (where all matrices are restricted
to rows and columns that are non-zero). Hence, the rank ofM f is the product of the rank ofM f1 and the
rank ofM f2.

Let Φ be a multilinear formula over the set of variables{y1, . . . ,ym} ∪̇ {z1, . . . ,zm}. Recall that the
outputΦ̂ of the formulaΦ is a multilinear polynomial over{y1, . . . ,ym} ∪̇ {z1, . . . ,zm}. For simplicity,
we denote the matrixMΦ̂ also byMΦ. We will be interested in bounding the rank of the matrixMΦ

3We only consider monomials with coefficient 1 (such asx1x3x4, as opposed to, say, 3x1x3x4).

THEORY OFCOMPUTING, Volume 2 (2006), pp. 121–135 124

http://dx.doi.org/10.4086/toc


SEPARATION OFMULTILINEAR CIRCUIT AND FORMULA SIZE

over the field F. (Note, however, that the rank ofMΦ may be as large as 2m (i. e., full rank), even if the
formulaΦ is of linear size.)

3.2 Unbalanced nodes

Let Φ be a syntactic multilinear formula over the set of variables{y1, . . . ,ym} ∪̇ {z1, . . . ,zm}. For every
nodev in the formula, denote byYv the set of variables in{y1, . . . ,ym} that occur in the formulaΦv, and
denote byZv the set of variables in{z1, . . . ,zm} that occur in the formulaΦv.

Denote byb(v) the average of|Yv| and|Zv| and denote bya(v) their minimum. Letd(v) = b(v)−
a(v). We say that a nodev is k-unbalancedif d(v)≥ k.

Let γ be a simple path from a leafw to a nodev of the formulaΦ. We say thatγ is k-unbalancedif
it contains at least onek-unbalanced node. We say thatγ is central if for every u,u1 on the pathγ such
thatu1 is a child ofu, we haveb(u) ≤ 2b(u1). Note that for every nodeu in the formula, with children
u1,u2, we haveb(u)≤ b(u1)+b(u2). Hence, by induction, for every nodeu in the formula, there exists
at least one central path that reachesu. In particular, at least one central path reaches the root.

We say that the formulaΦ is k-weakif every central path that reaches the root of the formula contains
at least onek-unbalanced node. The following lemma from [7] shows that if the formulaΦ is k-weak
then the rank of the matrixMΦ can be bounded.

Lemma 3.3 ([7]). Let Φ be a syntactic multilinear formula over the set of variables
{y1, . . . ,ym} ∪̇ {z1, . . . ,zm}, and assume thatΦ is k-weak. Then,

Rank(MΦ)≤ |Φ| ·2m−k/2 .

3.3 Random partition

Let n = 2m. Let Φ be a syntactic multilinear formula over the set of variablesX = {x1, . . . ,xn}. Let A
be a random partition of the variables inX into {y1, . . . ,ym} ∪̇ {z1, . . . ,zm}. Formally,A is a (randomly
chosen) one-to-one function from the set of variablesX to the set of variables{y1, . . . ,ym} ∪̇ {z1, . . . ,zm}.

Denote byΦA the formulaΦ after replacing every variable ofX by the variable assigned to it byA.
Obviously,ΦA is a syntactic multilinear formula over the set of variables{y1, . . . ,ym} ∪̇ {z1, . . . ,zm}.

The following lemma shows that if|Φ| is small then with high probabilityΦA is k-weak fork = n1/8.
We will give the proof of the lemma in the next section.

Lemma 3.4. Let n= 2m. Let Φ be a syntactic multilinear formula over the set of variables X=
{x1, . . . ,xn}, such that every variable in X occurs inΦ, and such that|Φ| ≤ nε logn, whereε is a suf-
ficiently small universal constant (e.g.,ε = 10−6). Let A be a random partition of the variables in X into
{y1, . . . ,ym} ∪̇ {z1, . . . ,zm}. Then, with probability of at least1−n−Ω(logn) the formulaΦA is k-weak, for
k = n1/8.
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3.4 The lower bounds

Lower bounds for the size of multilinear formulas can be proved as a corollary toLemma 3.3and
Lemma 3.4. We will prove lower bounds for functions that satisfy the followinghigh rankproperty.4

Definition 3.5 (High rank). Let n = 2m. Let f be a multilinear polynomial (over a field F) over the set
of variablesX = {x1, . . . ,xn}. We say thatf is of high rank over F if the following is satisfied: LetA
be a random partition of the variables inX into {y1, . . . ,ym} ∪̇ {z1, . . . ,zm}. Then, with probability of at
leastn−o(logn),

Rank(M fA)≥ 2m−m1/8/2 ,

where the rank is over F, andfA denotes the polynomialf after replacing every variable inX by the
variable assigned to it byA.

The following corollary is our basic lower bound.

Corollary 3.6. Let n= 2m. Let f be a multilinear polynomial (over a fieldF) over the set of variables
X = {x1, . . . ,xn}. If f is of high rank overF (seeDefinition 3.5) then for any multilinear formulaΦ for f ,

|Φ| ≥ nΩ(logn) .

Proof. By Proposition 2.1, we can assume w.l.o.g. thatΦ is syntactic multilinear. Note also that we can
assume w.l.o.g. that all the variables inX occur inΦ, as we can always add variables multiplied by 0.
Assume for a contradiction that|Φ| ≤ nε logn, whereε is the universal constant fromLemma 3.4. Let A
be a random partition of the variables inX into {y1, . . . ,ym} ∪̇ {z1, . . . ,zm}. Then, byLemma 3.4, with
probability of at least 1−n−Ω(logn) the formulaΦA is k-weak, fork = n1/8.

Hence, byLemma 3.3, with probability of at least 1−n−Ω(logn),

Rank(MΦA) < 2m−m1/8/2 .

ThusΦ cannot be a formula for the high rank functionf .

We will now consider multilinear polynomialsf (over a field F) over two sets of variables:X =
{x1, . . . ,xn} andX′ = {x′1, . . . ,x′l}. We think of the variables inX′ as auxiliary variables. LetA′ : X′→ F
be an assignment of values in F to all the variables inX′. We denote byfA′ the polynomial f , after
substituting in every variable inX′ the value assigned to it byA′. Note thatfA′ is a multilinear polynomial
over the set of variablesX.

Corollary 3.7. Let n= 2m. Let f be a multilinear polynomial (over a fieldF) over the sets of variables
X = {x1, . . . ,xn} and X′ = {x′1, . . . ,x′l}. If for some assignment A′ : X′ → F the polynomial fA′ is of high
rank overF (seeDefinition 3.5) then for any multilinear formulaΦ for f ,

|Φ| ≥ nΩ(logn) .

4Note that the functionsf used in this paper will actually satisfy a much stronger property. Namely, for any partitionA, we
will have Rank(M fA) = 2m (where all notation is as inDefinition 3.5).
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Proof. Denote byΦA′ the formulaΦ after replacing every variable ofX′ by the value assigned to it by
A′. Then,ΦA′ is a formula forfA′ , and|ΦA′ |= |Φ|. Hence, byCorollary 3.6, |Φ|= |ΦA′ | ≥ nΩ(logn).

In some cases, in order to find an assignmentA′ such that the polynomialfA′ is of high rank, we will
need to consider extensions G of the field F. Note that any polynomialf over F is also a polynomial
over any field extending F.

Corollary 3.8. Let n= 2m. Let f be a multilinear polynomial (over a fieldF) over the sets of variables
X = {x1, . . . ,xn} and X′ = {x′1, . . . ,x′l}. If for some fieldG⊃ F there exists an assignment A′ : X′ → G,
such that the polynomial fA′ is of high rank overG (seeDefinition 3.5) then for any multilinear formula
Φ for f (over the fieldF),

|Φ| ≥ nΩ(logn) .

Proof. Any multilinear formula forf over the field F is also a multilinear formula forf over the field G.
The proof hence follows byCorollary 3.7.

4 Proof of Lemma 3.4

Let us first give a brief sketch of the proof. Note that the intuition and the basic structure of the proof
are the same as in [7], but the details here are much simpler.

Intuitively, sinceA is random, every nodev with large enoughXv will be k-unbalanced with high
probability. The probability that suchv is notk-unbalanced is smaller thanO(n−δ ), for some constantδ .
This may not be enough since the number of central paths is possibly as large asnε logn. Nevertheless,
each central path containsΩ(logn) nodes so we can hope to prove that the probability that none of them
is k-unbalanced is as small asn−Ω(logn).

This, however, is not trivial since there are dependencies between the different nodes. We will
identify Ω(logn) nodes,v1, . . . ,vl , on the path (that will be “far enough” from each other). We will
show that for everyvi , the probability thatvi is not k-unbalanced is smaller thanO(n−δ ), even when
conditioning on the event thatv1, . . . ,vi−1 are notk-unbalanced.

4.1 Notation

For any integern, denote[n] = {1, . . . ,n}.
To simplify notation, we denote in this section the formulaΦA by Ψ. There is a one-to-one corre-

spondence between the nodes ofΦ and the nodes ofΨ. For every nodev in Φ, there is a corresponding
node inΨ and vice versa. For simplicity, we denote both these nodes byv, and we think of them as the
same node. Hence,Xv denotes the set of variables inX that occur in the formulaΦv, while Yv denotes
the set of variables in{y1, . . . ,ym} that occur in the formulaΨv, andZv denotes the set of variables in
{z1, . . . ,zm} that occur inΨv. Let

α(v) = |Xv|/n .

For three integersM1,M2≤N, denote byH(N,M1,M2) the hypergeometric distribution with param-
etersN,M1,M2, that is, the distribution of the size of the intersection of a random set of sizeM2 and a
set of sizeM1 in a universe of sizeN.
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Proposition 4.1. Let χ be a random variable that has the hypergeometric distributionH(N,M1,M2),
where N/4≤ M2 ≤ 3N/4, and N1/2 ≤ M1 ≤ N/2. Then,χ takes any specific value with probability of
at most O(N−1/4). That is, for any number a,

Pr[χ = a]≤O(N−1/4) .

Proof. Follows by the definition of the hypergeometric distribution and standard bounds on binomial
coefficients.

4.2 Central paths are unbalanced

Let γ be a simple path from a leaf to a node inΦ. Note thatγ is central inΨ iff for every u,u1 on the
pathγ, such thatu1 is a child ofu, we haveα(u) ≤ 2α(u1). Since this property doesn’t depend on the
partition A, we say in this case thatγ is central inΦ. We will show that ifγ is central then with high
probabilityγ is unbalanced in the formulaΨ.

Claim 4.2. Let γ be a central path from a leaf to the root ofΦ. Then,

Pr[γ is not k-unbalanced inΨ ]≤ n−Ω(logn) .

Proof. Recall that the first node ofγ is a leaf and henceα(v) for that node is at most 1/n, and the last
node ofγ is the root and henceα(v) for that node is 1. Note thatα(v) is monotonously increasing along
γ. Let v1, . . . ,vl be nodes onγ, chosen by the following process: Letv1 be the first node onγ, such
thatα(v1)≥ n−1/2. For everyi, let vi+1 be the first node onγ, such thatα(vi+1)≥ 2 ·α(vi). Stop when
α(vi+1) > 1/4. Denote byl the indexi of the lastvi in this process.

Sinceγ is central, for everyu,u′ on γ, such thatu′ is a child ofu, we haveα(u) ≤ 2α(u′). Hence,
for everyi ∈ [l −1], we haveα(vi+1) < 4·α(vi). Hence, the process above continues forΩ(logn) steps.
To summarize, we havel = Ω(logn) and nodesv1, . . . ,vl on γ, such that for everyi ∈ {2, . . . , l},

1/4≥ α(vi)≥ 2·α(vi−1)≥ n−1/2 .

Denote byE the event thatγ is notk-unbalanced in the formulaΨ. For everyi ∈ [l ], denote byEi the
event that the nodevi is notk-unbalanced in the formulaΨ. SinceE⊂ ∩i∈[l ]Ei ,

Pr[E]≤ Pr

 ⋂
i∈[l ]

Ei

 = ∏
i∈[l ]

Pr

Ei

∣∣∣∣∣∣ ⋂
i′∈[i−1]

Ei′

 .

We will bound for everyi > 1 the conditional probability Pr[Ei | ∩i′∈[i−1] Ei′ ].
Fix i ∈ {2, . . . , l}. Note thatXvi−1 ⊂ Xvi . Given the setYvi−1, we can write,

|Yvi |= |Yvi−1|+ χ ,

whereχ has the distributionH(N,M1,M2), with N = n−|Xvi−1|, M1 = |Xvi |− |Xvi−1|, M2 = m−|Yvi−1|.
Hence, byProposition 4.1, |Yvi | does not take any specific value with probability larger thanO(n−1/4),

even when conditioning on (the content of) the setYvi−1.
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Note that the event
⋂

i′∈[i−1] Ei′ depends only on the content of the setYvi−1. Therefore,|Yvi |, and hence

alsod(vi), do not take any specific value with probability larger thanO(n−1/4), even when conditioning
on the event

⋂
i′∈[i−1] Ei′ . Recall thatvi is not k-unbalanced iffd(vi) < k. Sinced(vi) is integer, the

probability for that is at mostO(k ·n−1/4) = O(n−1/8), even when conditioning on the event
⋂

i′∈[i−1] Ei′ .
That is,

Pr

Ei

∣∣∣∣∣∣ ⋂
i′∈[i−1]

Ei′

≤O(n−1/8) .

We can now bound

Pr[E]≤ ∏
i∈[l ]

Pr

Ei

∣∣∣∣∣∣ ⋂
i′∈[i−1]

Ei′

 = n−Ω(logn) .

We can now complete the proof ofLemma 3.4. By Claim 4.2, if γ is a central path from a leaf to the
root of Φ, thenγ is notk-unbalanced (inΨ) with probability of at mostn−Ω(logn). The number of paths
from a leaf to the root ofΦ is the same as the number of leaves inΦ, which is smaller thannε logn (and
we assumed thatε is small enough). Hence, by the union bound, with probability of at least 1−n−Ω(logn)

all central paths from a leaf to the root ofΨ arek-unbalanced, that is, the formulaΨ is k-weak.

5 Multilinear- NC1 6= Multilinear- NC2

In this section, we present our construction for a multilinear polynomialf that has polynomial-size mul-
tilinear circuits and doesn’t have polynomial-size multilinear formulas. Let us start with some notation
and concepts needed to definef .

Let [n] = {1, . . . ,n}. For everyi, j ∈ [n] such thati ≤ j, denote by[i, j] the interval of[n] starting at
i and ending atj, that is,[i, j] = {i, i +1, . . . , j}. Denote byS the set of all such intervals, including the
empty interval (which is denoted by /0). Fors1,s2 ∈ S, such thats1,s2 are disjoint ands2 is consecutive5

to s1, denote bys1◦s2 their concatenation, that is, ifs1 = [i, j], ands2 = [ j +1, j ′] thens1◦s2 = [i, j ′].
Denote byT the set of (ordered) pairs of disjoint intervals inS, that is,

T = {(s1,s2) ∈ S×S : s1∩s2 = /0} .

For t1, t2 ∈ T, such that,t1 = (s1,1,s1,2), t2 = (s2,1,s2,2), and such thats1,1,s1,2,s2,1,s2,2 are all disjoint
ands2,1 is consecutive tos1,1 ands2,2 is consecutive tos1,2, denote byt1◦ t2 their pairwise concatenation,
that is,t1◦ t2 = (s1,1◦s2,1,s1,2◦s2,2) ∈ T.

For everys∈ S, denote byl(s) its length (i. e., the number of elements in it). Fort = (s1,s2) ∈ T,
denotel(t) = l(s1) + l(s2). For t = (s1,s2) ∈ T, defineL(t) = l(t) if both s1,s2 are non-empty, and
L(t) = 0.75· l(t) if either s1 or s2 is empty. (We will useL(t) as a measure for the “size” oft. For
technical reasons we wantt to be considered smaller if eithers1 or s2 is empty).

5We think of the empty interval as consecutive to every interval, and every interval is consecutive to it.
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For t1, t2, t3, t ∈ T, such that,t1 = (s1,1,s1,2), t2 = (s2,1,s2,2), t3 = (s3,1,s3,2), t = (s1,s2), we say that
{t1, t2} is a partition of t if {s1,1,s1,2,s2,1,s2,2} is a partition ofs1∪ s2 as sets. We say that the par-
tition is proper if t = t1 ◦ t2, and l(t1), l(t2) > 0. In the same way,{t1, t2, t3} is a partition oft if
{s1,1,s1,2,s2,1,s2,2,s3,1,s3,2} is a partition ofs1∪ s2 as sets. The partition is proper ift = t1 ◦ t2 ◦ t3,
andl(t1), l(t2), l(t3) > 0.

For a functionA : [n]→ {1,−1} and fors∈ S, denote byA(s) the sum ofA on the elements ins. In
the same way, fort ∈ T, denote byA(t) the sum ofA on the elements in the union of the two intervals in
t. We say thatA is balanced ons∈ S if A(s) = 0, and in the same way,A is balanced ont ∈ T if A(t) = 0.
Denote byBA the set of allt ∈ T on whichA is balanced, that is,

BA = {t ∈ T : A(t) = 0} .

Obviously, the lengthl(t) of everyt ∈BA is even.
For our proof, we will need the following technical lemma. Roughly speaking, the lemma states that

any t ∈ BA can be partitioned into three significantly smallert1, t2, t3 ∈ BA. We defer the proof of the
lemma toSection5.5.

Lemma 5.1. Let A be a function A: [n]→ {1,−1}. Let t∈ BA be such that l(t) > 2. Then, there exist
t1, t2, t3 ∈BA, such that{t1, t2, t3} is a partition of t, and L(t1),L(t2),L(t3)≤ 0.75·L(t).

For anyt ∈ T, such thatl(t) is even, denote byP(t) the set of all{t1, t2, t3}, such that:t1, t2, t3 ∈ T,
and{t1, t2, t3} is a partition oft, andl(t1), l(t2), l(t3) are even, andL(t1),L(t2),L(t3)≤ 0.75·L(t).

5.1 The construction

We will now define our multilinear polynomialf (with coefficients in{0,1}), such that over any field,f
can be computed by a polynomial-size multilinear circuit and cannot be computed by a polynomial-size
multilinear formula. f will be defined over the set of variablesX = {x1, . . . ,xn} (wheren is even) and a
set of (auxiliary) variables

X′ =
{

x′t,t1,t2,t3
}

t,t1,t2,t3∈T
.

That is, for everyt, t1, t2, t3 ∈ T we have an (auxiliary) variablex′t,t1,t2,t3. Note that the total number of
auxiliary variables is polynomial inn.

f will be defined in the following way. For everyt ∈ T, such thatl(t) is even, we will define a
multilinear polynomialft . We then define

f = f([n], /0) .

We define the polynomialsft by induction onL(t):

Case 1 L(t) = l(t) = 0. We define in this case,ft = 1.

Case 2 0< L(t)≤ 2. Sincel(t) is even,l(t) = 2. Hence, the union of the two intervals int contains two
indices. Denote these indices byit , jt . We define in this case,

ft = xit ·x jt +1 .

Note that for the two possible partitions of{xit ,x jt} into {y1} ∪̇ {z1}, the partial derivatives matrix
of ft is the identity matrix of size 2×2 and is hence of rank 2 (i. e., full rank).
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Case 3 L(t) > 2. Sincel(t) is even,l(t) is at least 4. We define in this case,

ft = ∑
{t1,t2,t3}∈P(t)

x′t,t1,t2,t3 · ft1 · ft2 · ft3 .

Observe that (by the inductive definition) for any{t1, t2, t3} that give a partition oft, the polyno-
mials ft1, ft2, ft3 depend on disjoint sets of variables. Hence, since we only sum over{t1, t2, t3} that
give partitions oft, it follows by induction that the polynomialft is multilinear.

5.2 Upper bound

The inductive definition off gives a syntactic multilinear circuit forf . Note that since we defined an
arithmetic circuit to be of fan-in (i. e., in-degree) 2 (seeSection1.1), we need to replace the sum in the
definition of eachft by a tree of depthO(logn) of sum gates (of in-degree 2).

The final circuit is of size polynomial inn, since the size ofT (and hence also the size ofX′ and the
size ofP(t) for everyt ∈ T) is polynomial inn.

The circuit is of depthO(log2n), since in the definition offt we only sum over{t1, t2, t3} with
L(t1),L(t2),L(t3) ≤ 0.75·L(t) and sinceL(([n], /0)) < n. (Note that this gives a depth ofO(logn), but
since we replace every sum by a tree of depthO(logn) of sum gates we get another factor ofO(logn)).

Corollary 5.2. Over any fieldF, the polynomial f (as defined above) can be computed by a polynomial-
size syntactic multilinear circuit of depth O(log2n).

5.3 Lower bound

We will now show that any multilinear formula forf , over any field F, is of sizenΩ(logn). For the proof,
we useCorollary 3.8.

Let n = 2m. Let G be a field extending F, such that the transcendental dimension of G over F is
infinite, that is, G contains an infinite number of elements that are algebraically independent over F.
DefineA′ : X′ → G to be such that the variables inX′ are mapped to elements that are algebraically
independent over F.

Let A be any partition of the variables inX into {y1, . . . ,ym} ∪̇ {z1, . . . ,zm}. Denote byfA′,A the
polynomial f after substituting in every variable inX′ the value assigned to it byA′ and after replacing
every variable inX by the variable assigned to it byA.

Claim 5.3. Over the fieldG,
Rank(M fA′,A) = 2m .

Proof. In this proof, the Rank function is always taken over the field G. For simplicity, we denote in
this proof byg the polynomial fA′,A, and for everyt we denote bygt the polynomial ft,A′,A (i. e., the
polynomial ft after substituting in every variable inX′ the value assigned to it byA′ and after replacing
every variable inX by the variable assigned to it byA).

Define the functionÃ : [n] → {1,−1} by Ã(i) = 1 if A(xi) ∈ {y1, . . . ,ym} andÃ(i) = −1 if A(xi) ∈
{z1, . . . ,zm}. For simplicity, we denote the setBÃ also byBA. We will prove by induction onL(t) that
for everyt ∈BA,

Rank(Mgt )≥ 2l(t)/2 .
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For L(t) = l(t) = 0, we definedft = 1. Hence,Mgt is the 1×1 identity matrix and its rank is 1. For
0 < L(t)≤ 2, we know thatl(t) = 2, and we definedft = xit ·x jt +1. Sincet ∈BA, the matrixMgt is the
2×2 identity matrix and its rank is 2.

For L(t) > 2,

ft = ∑
{t1,t2,t3}∈P(t)

x′t,t1,t2,t3 · ft1 · ft2 · ft3 .

Hence,

gt = ∑
{t1,t2,t3}∈P(t)

A′(x′t,t1,t2,t3) ·gt1 ·gt2 ·gt3 ,

and byProposition 3.1,

Mgt = ∑
{t1,t2,t3}∈P(t)

A′(x′t,t1,t2,t3) ·Mgt1·gt2·gt3
.

Therefore, since everyA′(x′t,t1,t2,t3) is algebraically independent (over F) of all the other elements in the
domain ofA′ and all the coefficients that occur in any of the matrices in the sum6,

Rank(Mgt )≥ max
{t1,t2,t3}∈P(t)

Rank(Mgt1·gt2·gt3
) .

By Lemma 5.1, there existt̂1, t̂2, t̂3 ∈ BA, such that{t̂1, t̂2, t̂3} ∈ P(t). Thus, byProposition 3.2and by
the inductive hypothesis for̂t1, t̂2, t̂3,

Rank(Mgt )≥ Rank(Mgt̂1
·gt̂2

·gt̂3
) = Rank(Mgt̂1

) ·Rank(Mgt̂2
) ·Rank(Mgt̂3

)

≥ 2l(t̂1)/2 ·2l(t̂2)/2 ·2l(t̂3)/2 = 2l(t)/2 .

Since this is true for everyt ∈BA, we can apply it tot = ([n], /0) ∈BA and get

Rank(Mg)≥ 2m .

SinceMg is a matrix of size 2m×2m, we actually have an equality in the last formula.

Corollary 5.4. Over any fieldF, any multilinear formula for the polynomial f (as defined above) is of
size nΩ(logn).

Proof. Follows immediately fromCorollary 3.8andClaim 5.3.

5.4 Proof ofTheorem 1.1

Theorem 1.1follows immediately fromCorollary 5.2andCorollary 5.4.

6More precisely,A′(x′t,t1,t2,t3) is transcendental over the field F extended by every other element in the domain ofA′. That
field obviously contains any coefficient that occurs in any of the matrices in the sum.
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5.5 Proof ofLemma 5.1

Before giving the proof ofLemma 5.1, we will need to prove two other lemmas.

Lemma 5.5. Let A be a function A: [n] → {1,−1}. Let t = (s1,s2) ∈ BA be such that l(t) > 2 and
l(s1), l(s2) > 0. Then, there exist t1, t2 ∈BA, such that{t1, t2} is a proper partition of t.

Proof. Let s1 = [i1, j1], s2 = [i2, j2]. Sincet ∈BA, we haveA(s1)+A(s2) = 0. If A(s1) = A(s2) = 0 then
we can definet1 = (s1, /0), t2 = ( /0,s2). Otherwise, we can assume w.l.o.g. thatA(s1) is negative and
A(s2) is positive.

If A(i1) 6= A(i2), we can definet1 = ([i1, i1], [i2, i2]), t2 = ([i1 +1, j1], [i2 +1, j2]). Otherwise, we can
assume w.l.o.g. thatA(i1) = A(i2) = 1.

SinceA(s1) is negative andA(i1) = 1, there must existj ′ ∈ s1, such thatA([i1, j ′]) = 0. We can then
definet1 = ([i1, j ′], /0), t2 = ([ j ′+1, j1],s2). Since we requiredl(t) > 2 andl(s1), l(s2) > 0, we have in
all casesl(t1), l(t2) > 0, and hence{t1, t2} is a proper partition oft.

Lemma 5.6. Let A be a function A: [n] → {1,−1}. Let t = (s1,s2) ∈ BA be such that l(t) > 2 and
l(s1), l(s2) > 0. Then, there exist t1, t2, t3 ∈BA, such that{t1, t2, t3} is a partition of t, and

1. L(t1),L(t3)≤ 0.5·L(t).

2. L(t2)≤ 0.75·L(t).

3. l(t2)≤max(l(s1), l(s2)).

Proof. First note that sincel(s1), l(s2) > 0, we haveL(t) = l(t), and sincel(t) > 2 and is even,L(t) =
l(t)≥ 4. We will describe a procedure for findingt1, t2, t3 with the required properties.

We start witht̂1 = ( /0, /0), t̂2 = (s1,s2) andt̂3 = ( /0, /0). Note thatt = t̂1◦ t̂2◦ t̂3.

Claim 5.7. Let t′1, t
′
2, t

′
3 ∈BA be such that t= t ′1◦ t ′2◦ t ′3. Assume that l(t ′1), l(t

′
3)≤ 0.5· l(t) and that both

intervals in t′2 are non-empty, and l(t ′2) > 2. Then, there exist t′′1 , t ′′2 , t ′′3 ∈BA, such that t= t ′′1 ◦ t ′′2 ◦ t ′′3 , and
l(t ′′1), l(t ′′3)≤ 0.5· l(t), and l(t ′′2) < l(t ′2).

Proof. By Lemma 5.5(applied tot ′2), there exist̃t1, t̃3 ∈ BA, such that{t̃1, t̃3} is a proper partition oft ′2.
Sincet = t ′1◦ t ′2◦ t ′3 and sincet ′2 = t̃1◦ t̃3, we havet = t ′1◦ t̃1◦ t̃3◦ t ′3.

If l(t ′1)+ l(t̃1) ≤ 0.5 · l(t) then we can definet ′′1 = t ′1 ◦ t̃1, t ′′2 = t̃3, t ′′3 = t ′3. Otherwise,l(t̃3)+ l(t ′3) ≤
0.5· l(t), and we can definet ′′1 = t ′1, t ′′2 = t̃1, t ′′3 = t̃3◦ t ′3.

Since{t̃1, t̃3} is a proper partition oft ′2, in both casesl(t ′′2) < l(t ′2).

We now continue with the proof ofLemma 5.6. We applyLemma 5.7on t ′1 = t̂1, t ′2 = t̂2, t ′3 = t̂3,
and we substitute (i. e., redefine)t̂1

.= t ′′1 , t̂2
.= t ′′2 , t̂3

.= t ′′3 . We keep applyingClaim 5.7and substituting
in t̂1, t̂2, t̂3, until the conditions ofClaim 5.7are not satisfied bŷt1, t̂2, t̂3, namely, eitherl(t̂2) ≤ 2 or one
of the intervals in̂t2 is empty. (Note that the process must stop becausel(t̂2) keeps decreasing.) At this
point we can definet1 = t̂1, t2 = t̂2, t3 = t̂3.

Since t1, t2, t3 are the output ofClaim 5.7, t1, t2, t3 ∈ BA, and {t1, t2, t3} is a partition oft, and
L(t1),L(t3)≤0.5· l(t)= 0.5·L(t). It remains to prove thatL(t2)≤0.75·L(t), andl(t2)≤max(l(s1), l(s2)).
Recall that there were two possibilities: eitherl(t2)≤ 2 or one of the intervals int2 is empty.
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In the first case,L(t2)≤ l(t2)≤ 2. SinceL(t) = l(t)≥ 4, we have in the first case,L(t2)≤ 0.5·L(t),
andl(t2)≤ 0.5· l(t)≤max(l(s1), l(s2)).

In the second case,L(t2) = 0.75· l(t2) ≤ 0.75· l(t) = 0.75·L(t). Since the non-empty interval oft2
is a sub-interval of eithers1 or s2, we havel(t2)≤max(l(s1), l(s2)).

Proof ofLemma 5.1. Let t = (s1,s2). If l(s1), l(s2) > 0, then the proof follows byLemma 5.6. Other-
wise, one of the intervalss1,s2 is empty. W. l. o. g. assume thats1 is empty. Then, sincet ∈ BA, we
know thatl(s2) = l(t) is even. Partitions2 into two intervals{s′1,s′2} with l(s′1) = l(s′2) = 0.5· l(s2). The
proof now follows by applyingLemma 5.6on t ′ = (s′1,s

′
2) as follows.

Note thatL(t) = 0.75· l(t) = 0.75· l(t ′) = 0.75·L(t ′). By Lemma 5.6there existt1, t2, t3 ∈BA, such
that {t1, t2, t3} is a partition oft ′ (and hence also oft), andL(t1),L(t3) ≤ 0.5 · L(t ′) < 0.75· L(t), and
L(t2)≤ l(t2)≤max(l(s′1), l(s

′
2)) = 0.5· l(t) < 0.75·L(t).
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